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#### Abstract

Molecular biology increasingly relies on large screens where enormous numbers of specimens are systematically assayed in the search for a particular, rare outcome. These screens, or combinatorial pooling designs, include the systematic testing of small molecules for potential drugs and testing the association between genetic variation and a phenotype of interest. While these screens are "hypothesis-free," they can be wasteful. We articulate in precise mathematical ways the type of structures necessary or useful in pooling designs so as to eliminate waste, to provide light weight, flexible, and modular designs. We show that ReedSolomon codes, and more generally linear codes, satisfy all of these mathematical properties. We establish fresh connections between biologically relevant and combinatorial properties of error correcting codes and thus demonstrate how to construct practical pooling designs with rigorous guarantees for large screens.
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## Significance

We provide a mathematical formulation of biologically relevant structures in combinatorial pooling designs. Before this work, biologists had not articulated in precise ways the type of structures necessary or useful in pooling designs. We also show that Reed-Solomon codes, and more generally linear codes, satisfy all of these mathematical properties. Finally, we show that while many of these properties were not considered before in the context of group testing, they have been studied in coding theory and, thus, we establish fresh connections between biologically relevant and combinatorial properties of error correcting codes. We show how to construct practical, relevant pooling designs with rigorous guarantees.

## Introduction

The field of molecular biology increasingly relies on large screens where overwhelming numbers of specimens are systematically assayed in the search for a particular outcome. These screens can come in various forms: systematic testing of tens of thousands of small molecules in a search for potential drugs; interfering with the activity of every gene in the genome to elucidate the organization of genetic networks that underly cancerous processes using RNAi; determining the ability of one protein to bind to every other protein in the genome in yeast two-hybrid systems; and testing the association between virtually every possible genetic variation in the genome and some phenotype of interest such as diabetes or heart diseases. One advantage of these screens is that they are considered "hypothesis-free," letting the data reveal new and unexpected outcomes that are hard to deduce from current biological knowledge. The downside is that screens can be quite resource and energy consuming. In many cases, screens "waste" an overwhelming number of assays that deliver negative and uninteresting results to find the scarce positive findings.

In the last few years, we and others have independently demonstrated screens in various biological domains that are based on combi-
natorial pooling (see the Table in the supplementary material). These experiments have two basic commonalities. First, instead of independently assaying each one of the specimens, the experiments begin with grouping the specimens into pools using specific mathematical rules and then assaying the pools. This procedure dramatically reduces the costs of the experiments as the number of pools is much smaller than the number of the original specimens. Second, in contrast with naive pooling in which a group of specimens participate in exactly one pool, each specimen in combinatorial pooling participates in a series of unique pools. Thus, it is possible to assign a unique result to each specimen by comparing the pattern of the results to the pooling design, as long as the number of positive findings is relatively small.

Most of the experiments above exploited non-adaptive group testing or compressed sensing to design the pooling pattern. These two closely related mathematical domains deal with construction of efficient designs that reduce the number of pools while preserving the ability to assign unique results to each item. Under these frameworks, biological screens are cast as a system of (linear) equations with $n$ variables, each variable corresponds to an item in the screen. The items can come in different forms: small molecules in chemical screens, different hairpins in RNAi screens, a library of preys in yeast two-hybrid screens, or human individuals in genetic studies. The aim of the screen is to uncover $x$, a vector of length $n$, whose $i$ th position denotes the biological property of item $i$. For example, in a small molecule screen, $x$ can be either 1 or 0 , where 1 denotes an active compound and 0 denotes an inactive compound. The experimenter does not observe $x$ directly. Rather, she employs $t$ assays into which the $n$ items have been pooled and observes $y$, a vector of length $t$ whose $j$ th position denotes the assay results for $j$ th assay. For example, in a small molecule screen, the entries of $y$ can denote the fraction of surviving cells in the presence of the compound, or $y$ can be a vector with entries that are either 0 or 1 , where 0 means that no cell survives while 1 captures the survival of some of the cells in the assay. Finally, we can express the pooling design by $M$, a matrix with $t$ rows and $n$ columns whose entries are non-negative numbers. The entry $M_{i j}=r$ means that $r$-units (micrograms, microliters, moles, or some arbitrary measure) of item $j$ are assayed in the $i$ th reaction. With this representation, trivial screens (no pooling) simply correspond to the $n \times n$ identity matrix; each items is assayed
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in exactly one distinct reaction. In general, the theory of group testing and compressed sensing formulate the experiment with the following equation:

$$
y=M x+\epsilon
$$

where $\epsilon$ denotes noise. In group testing, the assay results ( $y$ ), the property of the items ( $x$ ), and the entries of the pooling matrix $M$ are either 0 or 1 (but see [7]). In addition, the product $M x$ is computed using Boolean arithmetic: the result of an assay is positive if and only if at least one sample in the pool is positive. In compressed sensing, the entries of the matrix $M$ are real numbers and the product $M x$ is computed using standard real-valued arithmetic.

Unfortunately, the theoretical work in group testing and compressed sensing does not address many practical design challenges biologists face in using such pooling strategies. Significant progress has been made in developing pooling designs with a minimal number of assays but with scant attention to whether these designs can be implemented in practice. Here, we map the current implementation gaps, propose a mathematical framework based on coding theory that addresses most of these barriers, and provide a series of supplemental material where experimentalists with no mathematical knowledge in coding theory and minimal equipment can conduct pooling experiments. Zielinski, et al. [21] provide a web-based tool for generating these designs and a table-based pooling platform (available at http://ipipet.teamerlich.org/home).

## Challenges and Results

Features of practical pooling designs. In the last few years, we have conducted dozens of large scale pooled screens in various biological domains that highlight common features and issues in implementing pooled experiments.
Well-balanced designs. We noticed that the most implementationrobust designs are well-balanced designs, where each item is pooled exactly the same number of times and all the assays have (close to) an identical number of items. These designs consume the same amount of material from all items, allowing straight forward planning of the experiment and reducing the risk that an item will run out during pooling. It also ensures that each item is treated equally. Assays with identical number of items are also highly beneficial. They produce more consistent results that mitigate the effect of diluting the specimens. Another by-product is that well balanced designs allow fast quality assessment of the pooling procedure before starting the expensive screening part. Large deviations in the pools volumes or in the residual specimen material can be easily detected by the naked eye and serve as an indicator that there was a potential flaw in constructing the pools.
Maximal utilization of biological kits. A large number of biological kits are sold in batches of 96 assays to fit the common microtiter plates. In many realistic scenarios there are minimal cost differences between a design with 50 assays or 96 assays, but a significant difference between a design with 96 pools and 97 pools. Thus, it is desirable to find a pooling design with a multiple of 96 assays. Of course, one can construct a random pooling design to achieve this aim, but then the design will not be well-balanced. Thierry-Mieg [17] proposed the Shifted Transversal Design (STD) that is a well-balanced and was widely used in biological experiments. Unfortunately, STD cannot fully utilize a 96 well plate, as it produces numbers of pools that are a small multiple of a prime number (smaller than the prime itself).

Light Weight. Most theoretical pooling designs do not take into account the weight of the design, that is, the number of 1 s in $M$. The weight is a critical feature for pooled experiments. Heavy weight means that each specimen is sampled more times, which consumes more material. In theory, of course, we can take a smaller amount of material in each specimen to mitigate this problem. But in re-
ality, conventional liquid handling robots cannot accurately aspirate and dispense small quantities limiting the possible weight. In addition, heavy weight designs are more laborious to implement and have higher overheads that contributes to the costs of the pooling procedure (robotic time, tips, or manual labour). Finally, large row weights further dilute the original specimens which can reduce the reliability of the assay. In our experience and survey of the literature, tractable pooling designs rarely exceeds column weight of 10 in many cases.
Modularity. When the number of input specimens is large, a pooling experiment is typically divided into batches of distinct blocks of specimens. In each batch, the experimentalist starts from scratch and constructs the pools with the new specimens. This approach is more robust because a sporadic failure of the liquid handling system affects only a limited number of specimens rather than the entire experiment. In addition, it limits the amount of liquid evaporation from the constructed pools by minimizing the time it takes to finish to construct a pool. One desired property is that every batch will have a good performance and that the experimentalist will be able pool distinct batches together into a 'mega-design' without too much loss of performance. This will allow maximal flexibility in carrying out the multiple experiments. For instance, the experimenter can start with a conservative pilot experiment on one batch. Based on the results, she can decide whether to take a more aggressive approach and pool multiple batches together into a mega design or to retain the more conservative approach. Another advantage of modular designs stems from the fact that the constructed pools will typically be used many times in various conditions (e.g. using different bait proteins in yeast two-hybrid experiments), with varying numbers of positive items. A mega design can be sufficient in most cases, but decoding may fail when the number of positives is unusually high. However, when this happens one can redo the experiment using the underlying sub-designs, which have more smaller pools and will thus successfully identify the positives.
Average performance. Substantial parts of the theory of group testing address the worst-case performance of a pooling design, called the matrix disjunctness. With this property, it is very easy to derive the minimal number of positive items that can be decoded after pooling given a certain number of errors. In practice, however, the worst-case performance has low utility for experimentalists. What we really need is a design that performs well on average and to know the expected rather than worst case performance of the design.
Robustness to Noise. Much of the classical group testing theory deals with the case of perfect measurements; i.e., we observe $y=M x$. In practice, almost all measurements performed by experimentalists are noisy. We therefore need pooling designs and reconstruction algorithms which provide good average performance in a noisy setting. Up to now, these last two points have only been adressed by simulation [18].

Reed-Solomon based pooling designs. We found a pooling design based on Reed-Solomon (RS) error correcting codes that dramatically reduces the number of pools compared to the pooling designs widely used in biological experiments while addressing the practical properties mentioned above. In coding theory, a code is a set of vectors that differ pairwise in a large number of places. RS codes are linear codes, based on polynomials over finite fields. For the reader's convenience, we include an in-depth introduction to these topics in the supplementary material, but for us, the important property of Reed-Solomon codes are the pooling design they induce.

Designs based on RS codes have been used in biological group testing since the 1960's, when they were proposed by Kautz and Singleton [11]. However, existing work has not addressed the challenges above; the contribution of this work is showing how to use RS designs to address the practical needs of modern biology.

Below, we describe the construction of a RS design from the practitioner's perspective; the supplementary material contains a
more theoretical approach. We build the matrix $M$ by stacking smaller submatrices, called layers on top of each other. The basic construction starts by selecting three integers: $q$, the number of pools in each layer, $m$, the number of layers, and $k$, the maximum degree of the polynomials we construct. We refer to such codes as $[m, k, m-k+1]_{q}$-RS codes. There are three constraints on these parameters, imposed by the theory. First, the number of specimens, $n$, must be at most $q^{k}$; in practice, we will choose $k$ to be the smallest integer so that this is true. Second, $q$ must be either a prime or a prime power (e.g., 7 , or $2^{4}=16$ ). For practical reasons discussed later, we are interested specifically in the case when $q=16$. Third, both $k$ and $m$ must be smaller or equal to $q$. The pooling matrix $M$ has $t=q m$ rows (pools), and is divided into $m$ submatrices (layers) of equal size $q \times n$. We will number the layers $0,1, \ldots, m-1$, and we will number the rows within each layer $0,1, \ldots, q-1$.


Fig. 1. Construction of the Reed-Solomon pooling matrix with $q=16$ and $m=6$, and $n=288$. The columns corresponds to specimens and are indexed by polynomials over $\mathbb{F}_{16}$, and the rows are grouped into 6 layers. We highlight the assignment of the specimen $v=275$ in layer 2 . As described in the text, we consider $P_{275}=U^{2}+U+3$, and evaluate $P_{275}(2)=5$.

Next, we represent each specimen number as a polynomial of degree $k-1$. We order the polynomials lexicographically. For example, if $k=3$, and $q=16$, then the first specimen is represented by the polynomial $P_{0}(U)=0 U^{2}+0 U+0=0$, the second specimen is represented by the polynomial $P_{1}(U)=0 U^{2}+0 U+1=1$, the 275th specimen is represented by $P_{275}(U)=U^{2}+U+3$, and the 276 th by $P_{276}(U)=U^{2}+U+4$. Notice that this polynomial representation depends on $q$ : if $q=7$, then $P_{275}(U)=5 U^{2}+4 U+2$.

Each specimen will be assigned to one pool in each layer. To find the pooling assignment of the $i$ th specimen in the $j$ th layer, we will evaluate the polynomial $P_{i}$ at position $j, P_{i}(j)$, over the finite field of size $q$, denoted $\mathbb{F}_{q}$. For example, if $q=7, i=275$, and $j=2$, then

$$
P_{275}(2)=5 \cdot 2^{2}+4 \cdot 2+3 \quad \bmod 7=3
$$

Now, the $i$ column in the $j$ layer is a binary vector of length $q$, whose $\ell$-th position is 1 if $P_{i}(j)=\ell$ and 0 otherwise. Thus the $i$ th sample will be assigned to the $\ell$ th pool in the $j$ th layer. For example, if $q=7$, in layer 2 , the 275 th specimen will be assigned to the pool labeled 3 in that layer.

We note that when $q$ is a prime number, the addition and multiplication operations to evaluate the polynomial are simply performed modulo $q$. However, when $q$ is a prime power, the arithmetic of the finite field is more involved-for example, over $\mathbb{F}_{16}$, we have $4^{2}=3$.

We have included in the supplementary material an introduction to finite fields and arithmetic tables for $\mathbb{F}_{16}$. In this example, if $q=16$, then we consider $P_{275}(2)=2^{2}+2+3$ over $\mathbb{F}_{16}$, which turns out to be 5 . Thus, the 275 th specimen will be assigned to pool 5 in layer 2 .

The process is illustrated in Figure 1, with $q=16, m=6$, and $n=288$. We will return to this example throughout the paper to illustrate our ideas.

Shifted Transversal Designs [17] are special cases of RS codes, when $q$ is limited to being a prime rather than a prime power. We describe the correspondence in the supplementary material. We will show that RS codes possess all the qualities of STD, while providing more flexibility: contrary to STD, RS codes are instrinsically welladapted to typical laboratory automation hardware.

Results. We first show that RS designs provide good solutions to the practical challenges of modern biology. Next, we illustrate these advantages with concrete examples and practically-sized problems. We generalize our results to encompass general linear codes and asymptotic theory, providing a framework to adapt and extend our results as the needs of the discipline grows. Finally, we outline the tools that we have made available for the practitioner.

## Structural Properties of Reed Solomon pooling designs

From the constructions of RS designs, we immediately see that several of our practical desires are met.

First, the parameter space is very rich, and in particular this allows for designs which fully utilize 96 -well plates. As in the example above, choosing $m=6$ and $q=16$ yields precisely 96 wells. Further, as the specimens are also stored in 96 -well plates, it is convenient for pooling designs to work with $n$ specimens, where $n$ is a multiple of 96. Again, the example above (where $n=288=3 \cdot 96$ ) demonstrates that this is easily obtainable. Further (as can be seen in Figure 1), these designs have a lot of structure, resulting in more efficient pooling as well as error checking of the pooling procedure by visual inspection.

Second, these designs enjoy excellent regularity and weight. Each specimen is pooled into exactly one pool in each layer; thus, each specimen participates in $m$ pools total. It is also true, though not quite as easy to see, that each pool contains exactly $n / q$ specimens, as long as $n$ is a multiple of $q$.

This follows from the symmetry of the construction, as well as some properties of finite fields. Consider breaking the columns of the matrix $M$ into slabs of size $q$; this is shown in Figure 2 with the vertical orange lines. Each slab corresponds to a set of $q$ polynomials; in the case of the highlighted column in Figure 2, these polynomials are $\{4 U, 4 U+1, \ldots, 4 U+15\}$. For a fixed layer $i(i=1$ in the figure $)$, consider the evaluations of these polynomials on $i$. In the case of Figure 2 , this is the set $\{4 \cdot 1,4 \cdot 1+1, \ldots, 4 \cdot 1+15\}$. It is not hard to see that this set is precisely $\{0, \ldots, 15\}$, when the arithmetic is done over $\mathbb{F}_{q}$. Thus, each $q \times q$ block of $M$ has precisely one nonzero in each row and each column.


Fig. 2. Returning to the example of Figure 1, we see that the resulting design matrix is balanced. In each $16 \times 16$ block, there is exactly one 1 in each row and each column. This implies that (a) each of the 288 specimens participates in exactly 6 pools, and (b) each pool contains exactly $288 / 16=18$ specimens. Further, it implies that these properties hold modularly: the design given by the shaded submatrix has 96 specimens, each of which participates in exactly 6 pools, so that each pool contains exactly 6 of these specimens.

This fact implies very strong regularity properties: not only are the designs light and well-balanced, but these properties hold in a modular fashion. As described above, it is often useful to be able to pool different sets of specimens at different times. With RS designs, as long as the specimens are pooled in multiples of $q$, the scientist enjoys light and well-balanced designs in whatever sizes are convenient.

In fact, RS designs are not so exceptional in these respects, except for the visual structure. In general, these regularity properties extend to any designs arising from appropriate linear codes. We will discuss these generalizations more when we talk about general linear codes.

Disjunctness and recovery. In addition to convenient structure, the pooling design should allow for efficient recovery of the pattern of positive specimens, given the pooled data. For this, we introduce the notion of disjunctness. A pooling design is $d$-disjunct if for every set $\Lambda$ of $d$ specimens, and every specimen $i$ not in that set, there is some pool $j$ that includes $i$ but doesn't include any item in $\Lambda$. The resulting condition on the matrix $M$ is illustrated in Figure 3. If $M$ has this property, then we can quickly find the correct set of positives from the pooled results, assuming this set is not larger than $d$. We simply assert that an item $i$ is positive if all of its pools were positive. If the item $i$ was not positive, and the true set of positives was $\Lambda$, then the disjunctness condition precisely states that $i$ will land in some pool that does not test positive. Disjunctness is discussed in more detail in the supplementary material.


Fig. 3. A pooling design is $d$-disjunct if for all $\Lambda$ of size $d$ and all $i$, there is a row $j$ as in the lefthand diagram. In contrast, the matrix on the right is not $d$-disjunct.

For pooling designs arising from codes, like RS designs, it is easy to obtain a bound on disjunctness. The RS design defined above has disjunctness at least $d=\lfloor(m-1) / k\rfloor$. In our running example from Figure 1, this comes out to $d=2$. We will see in a later section (Proposition 1) why this is the case. In terms of the number of specimens $n$, the above bound guarantees that with $t$ pools we can achieve disjunctness of a least $\left\lfloor\frac{t}{q\left(\log _{q}(n)-1\right)}\right\rfloor$. This bound gives a trade-off between recovery guarantees (the maximum number of defectives recovered, $d$ ) and budget (assumed to be proportional to the number of pools $t$ ). Moreover, the RS-based described above is incremental that is, an experimentalist can start with a small number of layers $m$, giving a small pooling matrix $M$ with a certain disjunctness value, and gradually increase $m$ by adding additional layers to the pooling matrix, hence increasing the disjuncness. Adding an additional layer $j$ is easily achieved by evaluating the polynomials $p_{i}$ over the field $\mathbb{F}_{\text {Modula a the thent }} j \in \mathbb{F}_{q}$.
As discussed in the introduction, in many applications it is convenient to pool samples in batches, so that these batches may either be tested independently, or mixed with others and tested jointly. More specifically, given two groups of $c$ specimens each, one may pool each group separately (using two different pooling designs) into $p$ pools each; the resulting design has $2 c$ specimens pooled into $2 p$ pools. Alternatively, one may combine or "superpose" the designs, resulting in $2 c$ specimens pooled into $p$ pools. The resulting situation for measurement matrices is shown in Figure 4.

There are trade-offs between these two strategies: in the first, there are more tests but there are fewer specimens in each pool, po-
tentially yielding more accurate assay results. In the second, there are fewer tests, but a possibility of less accuracy. One practical goal in pooling designs is to make this trade-off as beneficial as possible. That is, we would like to partition the columns of the pooling matrix $M$ into submatrices $M_{i}$ so that each submatrix $M_{i}$ has good disjunctness. Trivially, each $M_{i}$ will be at least as disjunct as $M$ itself, but we seek designs where passing to a submatrix yields a strict improvement in disjunctness (and hence a strictly better trade-off between the accuracy and the number of pools). We refer to this property as the modularity of the design, and we discuss the mathematical particulars in more detail in the section on general linear codes.

Even without improving disjunctness, the smaller designs corresponding to submatrices $M_{i}$ are easier to decode because the $d$ positives will be spread across these subdesigns, so that each experiment will have to deal with (and identify) fewer positives.

In practice, there are many reasons that one might wish to have the kind of flexibility that modularity entails. For example, suppose-as is often the case-that one does not know the true number of positives, $d$. Then one may use modularity to estimate $d$ on the fly, as follows. Suppose that the pooling design is given by a modular matrix $M$, which decomposes into submatrices $M_{1}, M_{2}, \ldots, M_{b}$, where each submatrix $M_{i}$ assigns, say, 96 items to $p$ pools. Before doing any tests, the biologist may pool her samples into $b$ different 96 -well plates, according to the $b$ different pooling designs, each with very good disjunctness. When it is time to run tests, she may choose to start with a single plate; if her results are very good, she may think that she has over-estimated $d$. For her next two tests, she may choose to combine the second and third plates, which results in a design (as in Figure 4(b)), with worse disjunctness but fewer pools. If this still appears too pessimistic, she may continue in this way, testing more and more plates at a time until she hits the desired trade-off between disjunctness and the number of pools.

As another example, the Shifted Transversal Design has good modularity, and this has provided important practical benefits in an interactome mapping experiment [20]. In this work, subdesigns ("micro-pools") were constructed once, and were then combined by superposition to obtain designs that were well-suited to various experimental formats: in pairs for the 1536 -well format, in sixes for the 384 -well format, and in twelves for the 96 -well format.

(a)

(b)

Fig. 4. Different ways of combining two pooling designs given by matrices $M_{1}$ and $M_{2}$. In (a), each group of specimens is pooled separately, resulting in $2 p$ pools. In (b), the pooling designs are combined, resulting in $p$ pools. A design $M$ consisting of submatrices $M_{1}, M_{2}$ has good modularity if the pooling matrix (a) has strictly better disjunctness than the matrix (b).

RS designs (and, as is the trend in this work, designs from appropriate linear codes more generally) have good modularity properties. The basic idea is that each slab of $q$ columns (demarcated by the orange lines in Figure 2) has similar disjunctness properties. This follows from the fact that the sets of polynomials they correspond to look similar: as far as disjunctness is concerned, there is not much difference between the set $\left\{U^{2}+U, U^{2}+U+1, \ldots, U^{2}+U+15\right\}$ and the set of constant polynomials $\{0,1, \ldots, 15\}$. Similarly, at a larger scale, there is not that much difference between the set of all polynomials of the form $U^{2}+a U+b$ and the set of all polynomials of the form $2 U^{2}+a U+b$.

Because of the nature of these symmetries, the modularity naturally occurs for sets of columns of size $q, q^{2}, q^{3}$, and so on. For example, when $q=16, m=6$, and $k=3$, we may support up to $n=q^{k}=16^{3}=4096$ items with disjunctness 2 . These items can be divided into subsets of size $16^{2}=256$ with a guarantee of disjunctess 5 . However, as discussed above, it is often convenient if the sizes of the subsets of specimens are multiples of 96 . For illustration purposes, consider a slightly larger version of our running example, where $q, m$, and $k$ are as above, but where $n=576=6 \cdot 96$. If we split up the specimens into six batches of size 96 in the natural way: the first 96 columns, then the next 96 and so on, most of the blocks of size 96 do not interfere with the blocks of size 256 (or do not overlap the 256 -block boundaries). Thus, most batches of 96 specimens obtained this way inherit the improved disjunctness of the blocks of size 256. This same argument works for any multiple of 96 .

## Average disjunctness

Whether we exploit the modularity of the RS design or not, the entire design of our running example has disjunctness of only two which seems rather bleak. Unfortunately, with only 96 pools and a large number of samples, it is not possible to obtain much better worst-case guarantees. However, in practice, these guarantees are often overly pessimistic. Thus, it is natural to ask about the performance of these designs against most patterns of positives. We seek a statement of the form, "for most patterns of defectives, the group testing matrix is effectively $d$-disjunct."


Fig. 5. Empirical and theoretical bounds on ( $\delta, d$ )-average disjunctness for RS designs. In both charts, the empirical performance of the RS pooling design is compared to its theoretical performance, as well as the empirical performance of two randomized pooling designs. For the RS matrices, empirical performance was judged using 5000 random trials. For the random matrices, empirical performance was judged from 100 trials each on 100 random matrices. The theoretical bounds were obtained through a recursive formula described in the supplementary material.
The top chart traces the empirical and provable success probability $1-\delta$ of a RS design with $m=6$ and $d=6$, as the number of specimens $n$ grows, and compares this to the failure probability of random designs with the same column weight and number of tests. The bottom chart fixes $n=576=6 \cdot 96$, and varies $d$. For all RS designs, the worst-case disjunctness is two.

To this end, we define a weaker notion of disjunctness, which we call the average disjunctness, which measures how many defectives can be reliably identified in a "typical" rather than worst-case situation. We say that a set $\Lambda$ of specimens is bad if it causes a situation as in the right-hand side of Figure 3. That is, $\Lambda$ is bad if there is some specimen $i$ so that $i$ coincides with at least one member of $\Lambda$ each time it is pooled. Thus, a design is $d$-disjunct if all sets $\Lambda$ of size $d$ are not bad. We relax this in a natural way, and say that a pooling design is $(\delta, d)$-average-disjunct, if at most a $\delta$-fraction of the sets of specimens $\Lambda$ of size $d$ are bad. (When $\delta$ is not mentioned, we take it to be an appropriate small constant, like 0.01 ).

Thus, if the positive specimens are randomly distributed, with probability $1-\delta$, the set of positive specimens that appears is not bad. Thus, by the same reasoning about the (worst-case) disjunctness, we conclude that $(\delta, d)$-average-disjunctness allows efficient identification of $d$ positives chosen uniformly at random with probability at least $1-\delta$. Of course, it is unreasonable to assume in practice that the positive specimens will be uniformly distributed. However, the above reasoning works for any distribution which is "close" to the uniform one in an appropriate sense; e.g., physical specimens are assigned column identities at random.

A matrix may be $d$-average-disjunct without being $d$-disjunct, and we are interested in quantifying and exploiting this gap. We do so both in practice and in theory. In the supplementary material, we show how to efficiently compute simple, provable bounds on the values of $(\delta, d)$ so that RS designs are $(\delta, d)$-average disjunct. We com-
plement our theoretical results with empirical ones, which indicate that our bounds are quite accurate for small $d$, and lose accuracy as $d$ grows.

Our results, both theoretical and empirical, are displayed in Figure 5. We compared the empirical performance of the RS pooling design to two randomized designs. For the first random design, we chose $n$ random columns from an RS design with the full $q^{k}$ possible columns; this comparison is meant to illustrate that our modular column selection is not only convenient for practical considerations, it also actually yields better performance. For the second random design, we chose a random $m \cdot q \times n$ matrix with $m$ ones per column. Theoretically, random matrices offer the best asymptotic guarantees, and so the fact that RS designs outperform it for reasonably sized values of $n$ is striking.

These results are much more hopeful than the worst-case bounds of $d=2$. For $n=576$, for example, up to 7 or 8 positives may be accurately identified with reasonable probability. Further, we see that RS designs perform much better than comparable randomly generated designs.

## The general case: asymptotics and linear codes

So far, we have addressed practical problems and used specific examples to show how RS designs can be used to tackle challenges that actually arise in biology. However, the theory extends much more generally. First, most of the results above extend to pooling designs generated from linear codes, and Reed-Solomon codes are a special case. Second, we have provided example computations for fixed values of $n$ and $t$, focussing on the useful case where $t=96$ and $n$ is in a reasonable range. However, as more data become available and problem sizes increase, it is useful to have a theory in place that handles the asymptotics as $t$ and $n$ grow. In this section, we show how to extend the theory we have developed in these directions. Complete details may be found in the supplementary material.

We use standard notations employed in computer science to describe asymptotic properties of our codes and pooling designs. Specifically, we denote by $O(f(n))$ any function that grows at a rate not faster than $f(n)$, as $n$ grows $(n \rightarrow \infty)$. Similarly, we denote $\Omega(f(n))$ a function that grows at a rate not slower than $f(n)$. Finally, we denote by $\Theta(f(n))$ a function which is both $O(f(n))$ and $\Omega(f(n))$, that is, a function growing at the same rate (up-to a constant) as $f(n)$. More formal definitions can be found in [4].

Linear Codes. Most of the results above extend to pooling designs generated from linear codes. We first sketch what we mean by linear codes for a general audience. However, we state our results in this section in moderately more technical language. In the supplementary material, we include an introduction to the terminology of linear codes, and also detailed proofs of the results in this section.

Another way of viewing the construction of RS designs is as follows. First, we construct an intermediate $m \times q^{k+1}$ matrix $\tilde{M}^{R S}$ with entries in $\mathbb{F}_{q}$. As before, the columns are indexed by polynomials $P$ of degree at most $k$. The rows are indexed by the first $m$ elements of $\mathbb{F}_{q}$. The entry in row $i$ and column $P$ contains $P(i)$. In order to obtain our design matrix $M=M^{R S}$, we turn each row of $\tilde{M}^{R S}$ into a layer, replacing $\ell \in \mathbb{F}_{q}$ with a column that is 1 in the $\ell$ 'th position and zero elsewhere. Finally, we take only the first $n$ columns.

The columns of $\tilde{M}^{R S}$ form a Reed-Solomon code, which is why we have called $M^{R S}$ an RS design. We may perform the same procedure on $\tilde{M}^{C}$, where the columns of $\tilde{M}^{C}$ form any set $C \subset \mathbb{F}_{q}^{m}$, which we call a code. Reed-Solomon codes are linear, which means that the columns of $M^{R S}$ are closed under addition (over $\mathbb{F}_{q}$ ), and we will be interested in codes $C$ with this property. One parameter of interest of a code $C \subset \mathbb{F}_{q}^{m}$ is the distance, that is, the maximum Hamming distance (number of differing symbols) between any two columns of $M^{C}$. For example, the distance of Reed-Solomon codes
is $m-k$, because any two polynomials $P$ and $Q$ of degree at most $k$ can agree in at most $k$ places. Any linear code may be described by an $s \times m$ generator matrix, and $s$ is called the dimension of $C$. For example, the dimension of a Reed-Solomon code with degree $k$ is $k+1$. If $C \subset \mathbb{F}_{q}^{m}$ has distance $\Delta$ and dimension $s$, we say it is a $[m, s, \Delta]_{q}$ code.

Structural properties of linear codes. As with RS designs, any $M^{C}$ arising from any linear code $C$ has excellent regularity and disjunctness properties. We have the following well-known proposition.
Proposition 1. Let $C$ be an $[m, s, \Delta]_{q}$ linear code. Then $M^{C}$ is a $\left(q^{s-1}, m\right)$-regular matrix that is $d$-disjunct for any $d<\frac{m-\Delta}{m}$ (i.e., every row of $M^{C}$ has at most $q^{s-1}+1$ ones and every column has at most $m+1$ ones).

In fact, this result also holds when $C$ is a coset of an $[m, k, \Delta]_{q}$ code (that is, if $C=\left\{\mathbf{v}+\mathbf{x} \cdot G \mid \mathbf{x} \in \mathbb{F}_{q}^{k}\right\}$ for some $\mathbf{v} \in \mathbb{F}_{q}^{m}$ ), which will be useful for generalizing our modularity results. In a previous section, we observed that RS codes enjoyed modular regularity properties. In fact, this is true of many linear codes as well; we describe in the supplementary material when this is the case.

Modularity of linear codes. In a previous section, we gave examples of the modularity of RS designs. In this section, we support and generalize these examples.

Informally, we call a matrix $M$ strictly modularly disjunct if (a) it itself is a regular disjunct matrix and (b) more importantly, certain sub-matrices are also regular disjunct matrices (but with stricly better disjunctness property). We have already seen this notion and it is formally defined in the supplementary material.

Our main contribution here is to identify two natural properties of linear codes $C$ that are sufficient to ensure that $M^{C}$ is a strictly modularly disjunct matrix. The first property is that in addition to $C$ having good distance, certain subsets of $C$ (which themselves are linear codes) also have good distances. This is formally captured by the notion of nested distance (in the supplementary material). The intuition is that we can apply Proposition 1 to these "sub-codes" to get good disjunctness. The second property is that the linear code has to be heavy. This generalizes the property of RS codes we saw previously, where two carefully chosen subsets of columns were equivalent. We formally argue in the supplementary material that a linear code with good nested distance that is heavy results in strictly modularly disjunct pooling designs.

The above is only applicable if we can come up with heavy linear codes of good nested distance. Reed-Solomon codes are in fact such codes, and our comments earlier about their modularity follow as a special case. In fact, there is a sense in which most linear codes satisfy the conditions. Consider a random linear code, generated by a random $s \times m$ generator matrix $G$ over $\mathbb{F}_{q}$. For such codes, we can show that the corresponding pooling design matrix is $d$-disjunct. Furthermore, we show that a random linear code is heavy and has good nested distance; therefore, it is strictly modular thus, we can build efficiently modular codes of size logarithmic in $d$ and $n$ (see the supplementary material for details). This in turn implies that there exists strictly modularly disjunct pooling designs with $O\left(d^{2} \log n \cdot \frac{\log d}{\log ^{\log ^{2} d}}\right)$ number of rows (where $d$ is the disjunctness of the matrix as a whole). In other words, to attain the stricter notion of strictly modularly disjunct pooling designs, we only lose a small logarithmic factor over what is known to be achievable with the traditonal notion of $d$-disjunctness. (See the supplementary material for the formal result.)

## Discussion

We have written a software package that is publicly available [21]. This software allows the user to upload a comma separated value file that specifies a pooling design and then it renders each step of the
pooling in a browser so that a user can carry out the pooling design by hand. She places a tray of specimens on one side of the ipad (or equivalent tablet device) and then she places the tray for the pooled specimens on the other. The details in [21] describe the procedure and provide a figure of the experimental setup.
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## Appendix

Table 1. Summary of biological assays that use pooling designs.

| Aim | items ( $x$ ) | assay (y) | Pooling design | Reference |
| :---: | :---: | :---: | :---: | :---: |
| Finding sequencing tag sites | Yeast artificial chromosome library (YAC) | PCR amplification | k-set packing design | [2] |
| Gene expression | Samples of Arabidopsis thaliana | Expression array | Expander | [10] |
| Genome assembly | BACs of Barley | High throughput sequencing | STD | [13] |
| Interactome mapping | Yeast strains expressing an ORFeome as Y2H prey constructs | Yeast two hybrid | STD | [20] |
| Interactome mapping | Protein domains | Protein microarray | logarithmic pattern | [9] |
| Interactome mapping | Yeast strains expressing an ORFeome as Y2H prey constructs | Yeast two hybrid | logarithmic pattern | [8] |
| Mutant screens for drug resistance | Yeast library with systematic deletions | growth assay | logarithmic pattern | [9] |
| Validation of RNAi libraries | RNAi inserts in bacterial colonies | high throughput sequencing | CRT | [5] |
| Fitness profiling | Fission yeast deletion strains | high throughput sequencing | STD | [?] |
| Discovery of synergistic drug combinations | Chemical compounds | Fluorescence-based assay | STD | [?] |

Mathematical background and definitions. We begin with some notation. For any integer $n \geq 1$, let $[n]$ denote the set $\{1, \ldots, n\}$. Given an $n$-dimensional vector $\mathbf{x}$, we will denote its $i$ th component by $x_{i}, i \in[n]$. The entry of a matrix $M$ in the $i$ th row and $j$ th column will be denoted by $M_{i, j}$.

For any set $X$ of numbers and any positive integer $n$, let $X^{n}$ denote the set of all $n$-dimensional vectors $\mathbf{v}=\left(v_{1}, v_{2}, \cdots, v_{n}\right)$ such that each $v_{i}, i \in[n]$, is a member of $X$. For example, $\mathbb{R}^{n}$ is the set of all $n$-dimensional real vectors, and $\mathbb{F}_{q}^{n}$ is the set of all $n$-dimensional vectors over the finite field $\mathbb{F}_{q}$. (We briefly define finite fields below.)

Finite fields. Informally, a field is a set of elements such that one can perform addition, multiplication, subtraction, and division on these elements without obtaining results outside the set. For example, the set of real numbers is a field. These properties of a field endow the real numbers with the familiar set of arithmetic properties. When the field is finite, the structure becomes quite different. In order for the results of the four operations to always stay within the set, both the set size and the meanings of addition, subtraction, division, and multiplication have to have a specific structure. For example, a finite field can only have size $q$, where $q$ is a prime power. We shall use $\mathbb{F}_{q}$ to denote the finite field on $q$ elements, as it is a fundamental result in algebra that all finite fields of the same size are isomorphic-that is, they have the same structure. In every finite field $\mathbb{F}$, there is a designated element denoted by 0 and another denoted by 1 . Every element $a \in \mathbb{F}$ has an additive inverse $b \in F$ such that $a+b=0$. Every element $a \in \mathbb{F}$ with $a \neq 0$ has a multiplicative inverse $b \in \mathbb{F}$ such that $a \cdot b=1$. Sometimes, we denote the additive inverse of $a$ by $-a$, and the multiplicative inverse of $a$ by $a^{-1}$. Then, subtraction and division are defined to be equivalent to addition by the additive inverse and multiplication by multiplicative inverse. This way, only addition and multiplication need to be formally defined for a finite field $\mathbb{F}$. Addition and multiplication in a finite field can be computed using an addition and a multiplication table, as shown in an example below. A full discussion of finite fields, their operations, their addition and multiplication tables, their properties, and the motivations for having them will require a full textbook on abstract algebra (e.g., [12]). Within the scope of this supplementary material, we can only present a sketch of finite field properties we need to define our pooling designs. We next give examples of specific finite fields.

The finite field $\mathbb{F}_{p}$ where $p$ is a prime number. Finite fields $\mathbb{F}_{p}$ where $p$ is a prime are called prime fields. The set of elements are $\mathbb{F}_{p}=\{0,1, \ldots, p-1\}$, where the addition (let us denote it by + ) is normal addition modulo $p$ (i.e. we add the numbers as integers and then take the remainder when we divide the sum by $p$ ) and multiplication (let us denote it by $\cdot$ ) is normal multiplication modulo $p$ (i.e. we multiply the numbers as integers and then take the remainder when we divide the product by $p$ ). Subtraction and division are correponding inverses of addition and multiplication. It can be shown that in this case the inverses are well-defined (except for division by 0 ).

We illustrate prime fields with $p=13$. Tables 3 and 4 give the tables of addition and multiplication of two elements from $\mathbb{F}_{13}$ respectively.
The fields $\mathbb{F}_{q}$ for $q$ power of 2 . For designing practical group testing matrices, we often work with fields $\mathbb{F}_{q}$ where $q$ is a power of 2 . In this case the arithmetic operations in $\mathbb{F}_{q}$ are a bit more complicated than the prime field case. For example, when $q=2^{4}=16$, Tables 5 and 6 present the tables for addition and multiplication of two elements from $\mathbb{F}_{16}$ respectively.

Table 2. Specific notation for quantities of interest.

| $m$ | number of polynomial evaluation points |
| :---: | :---: |
| $t$ | number of pools or tests |
| $q$ | field size |
| $k$ | maximum degree of polynomials in RS code |
| $n$ | total number of polynomials in RS code |
| $n$ | number of items or specimens |
| $m$ | number of layers in RS matrix |

Table 3. Table for addition over $\mathbb{F}_{13}$

| + | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 0 |
| 2 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 0 | 1 |
| 3 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 0 | 1 | 2 |
| 4 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 0 | 1 | 2 | 3 |
| 5 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 0 | 1 | 2 | 3 | 4 |
| 6 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 0 | 1 | 2 | 3 | 4 | 5 |
| 7 | 7 | 8 | 9 | 10 | 11 | 12 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| 8 | 8 | 9 | 10 | 11 | 12 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 9 | 9 | 10 | 11 | 12 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 10 | 10 | 11 | 12 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 11 | 11 | 12 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 12 | 12 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |

Table 4. Table for multiplication over $\mathbb{F}_{13}$

| $\cdot$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| 2 | 0 | 2 | 4 | 6 | 8 | 10 | 12 | 1 | 3 | 5 | 7 | 9 | 11 |
| 3 | 0 | 3 | 6 | 9 | 12 | 2 | 5 | 8 | 11 | 1 | 4 | 7 | 10 |
| 4 | 0 | 4 | 8 | 12 | 3 | 7 | 11 | 2 | 6 | 10 | 1 | 5 | 9 |
| 5 | 0 | 5 | 10 | 2 | 7 | 12 | 4 | 9 | 1 | 6 | 11 | 3 | 8 |
| 6 | 0 | 6 | 12 | 5 | 11 | 4 | 10 | 3 | 9 | 2 | 8 | 1 | 7 |
| 7 | 0 | 7 | 1 | 8 | 2 | 9 | 3 | 10 | 4 | 11 | 5 | 12 | 6 |
| 8 | 0 | 8 | 3 | 11 | 6 | 1 | 9 | 4 | 12 | 7 | 2 | 10 | 5 |
| 9 | 0 | 9 | 5 | 1 | 10 | 6 | 2 | 11 | 7 | 3 | 12 | 8 | 4 |
| 10 | 0 | 10 | 7 | 4 | 1 | 11 | 8 | 5 | 2 | 12 | 9 | 6 | 3 |
| 11 | 0 | 11 | 9 | 7 | 5 | 3 | 1 | 12 | 10 | 8 | 6 | 4 | 2 |
| 12 | 0 | 12 | 11 | 10 | 9 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |

Table 5. Table for addition over $\mathbb{F}_{16}$

| + | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| 1 | 1 | 0 | 3 | 2 | 5 | 4 | 7 | 6 | 9 | 8 | 11 | 10 | 13 | 12 | 15 | 14 |
| 2 | 2 | 3 | 0 | 1 | 6 | 7 | 4 | 5 | 10 | 11 | 8 | 9 | 14 | 15 | 12 | 13 |
| 3 | 3 | 2 | 1 | 0 | 7 | 6 | 5 | 4 | 11 | 10 | 9 | 8 | 15 | 14 | 13 | 12 |
| 4 | 4 | 5 | 6 | 7 | 0 | 1 | 2 | 3 | 12 | 13 | 14 | 15 | 8 | 9 | 10 | 11 |
| 5 | 5 | 4 | 7 | 6 | 1 | 0 | 3 | 2 | 13 | 12 | 15 | 14 | 9 | 8 | 11 | 10 |
| 6 | 6 | 7 | 4 | 5 | 2 | 3 | 0 | 1 | 14 | 15 | 12 | 13 | 10 | 11 | 8 | 9 |
| 7 | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 | 15 | 14 | 13 | 12 | 11 | 10 | 9 | 8 |
| 8 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 9 | 9 | 8 | 11 | 10 | 13 | 12 | 15 | 14 | 1 | 0 | 3 | 2 | 5 | 4 | 7 | 6 |
| 10 | 10 | 11 | 8 | 9 | 14 | 15 | 12 | 13 | 2 | 3 | 0 | 1 | 6 | 7 | 4 | 5 |
| 11 | 11 | 10 | 9 | 8 | 15 | 14 | 13 | 12 | 3 | 2 | 1 | 0 | 7 | 6 | 5 | 4 |
| 12 | 12 | 13 | 14 | 15 | 8 | 9 | 10 | 11 | 4 | 5 | 6 | 7 | 0 | 1 | 2 | 3 |
| 13 | 13 | 12 | 15 | 14 | 9 | 8 | 11 | 10 | 5 | 4 | 7 | 6 | 1 | 0 | 3 | 2 |
| 14 | 14 | 15 | 12 | 13 | 10 | 11 | 8 | 9 | 6 | 7 | 4 | 5 | 2 | 3 | 0 | 1 |
| 15 | 15 | 14 | 13 | 12 | 11 | 10 | 9 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 |

Table 6. Table for multiplication over $\mathbb{F}_{16}$

| $\cdot$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| 2 | 0 | 2 | 4 | 6 | 8 | 10 | 12 | 14 | 3 | 1 | 7 | 5 | 11 | 9 | 15 | 13 |
| 3 | 0 | 3 | 6 | 5 | 12 | 15 | 10 | 9 | 11 | 8 | 13 | 14 | 7 | 4 | 1 | 2 |
| 4 | 0 | 4 | 8 | 12 | 3 | 7 | 11 | 15 | 6 | 2 | 14 | 10 | 5 | 1 | 13 | 9 |
| 5 | 0 | 5 | 10 | 15 | 7 | 2 | 13 | 8 | 14 | 11 | 4 | 1 | 9 | 12 | 3 | 6 |
| 6 | 0 | 6 | 12 | 10 | 11 | 13 | 7 | 1 | 5 | 3 | 9 | 15 | 14 | 8 | 2 | 4 |
| 7 | 0 | 7 | 14 | 9 | 15 | 8 | 1 | 6 | 13 | 10 | 3 | 4 | 2 | 5 | 12 | 11 |
| 8 | 0 | 8 | 3 | 11 | 6 | 14 | 5 | 13 | 12 | 4 | 15 | 7 | 10 | 2 | 9 | 1 |
| 9 | 0 | 9 | 1 | 8 | 2 | 11 | 3 | 10 | 4 | 13 | 5 | 12 | 6 | 15 | 7 | 14 |
| 10 | 0 | 10 | 7 | 13 | 14 | 4 | 9 | 3 | 15 | 5 | 8 | 2 | 1 | 11 | 6 | 12 |
| 11 | 0 | 11 | 5 | 14 | 10 | 1 | 15 | 4 | 7 | 12 | 2 | 9 | 13 | 6 | 8 | 3 |
| 12 | 0 | 12 | 11 | 7 | 5 | 9 | 14 | 2 | 10 | 6 | 1 | 13 | 15 | 3 | 4 | 8 |
| 13 | 0 | 13 | 9 | 4 | 1 | 12 | 8 | 5 | 2 | 15 | 11 | 6 | 3 | 14 | 10 | 7 |
| 14 | 0 | 14 | 15 | 1 | 13 | 3 | 2 | 12 | 9 | 7 | 6 | 8 | 4 | 10 | 11 | 5 |
| 15 | 0 | 15 | 13 | 2 | 9 | 6 | 4 | 11 | 1 | 14 | 12 | 3 | 8 | 7 | 5 | 10 |

Linear codes. An $[m, k, \Delta]_{q}$-linear-code is a set $C$ of $m$-dimensional vectors over the finite field $\mathbb{F}_{q}$ (that is, $C \subseteq \mathbb{F}_{q}^{m}$ ), so that $C$ forms a $k$-dimensional subspace of $\mathbb{F}_{q}^{m}$.

Elements of $C$ are called codewords of the code. Each codeword can be identified by a message, which is a vector $\mathbf{x} \in \mathbb{F}_{q}^{k}$. In particular, $C=\left\{C(\mathbf{x}) \mid \mathbf{x} \in \mathbb{F}_{q}^{k}\right\}$ and thus $|C|=q^{k}$. We can think of a message $\mathbf{x}$ as an index to access a code array $C$. Each member of the array is a vector in $\mathbb{F}_{q}^{m}$ and there are $q^{k}$ members in the array. Because $C(\mathbf{x})$ forms a subspace, the codewords $C(\mathbf{x})$ are determined by a full rank $k \times m$ matrix $G$ over $\mathbb{F}_{q}$, called the generator matrix of the linear code. More precisely, for every message $\mathbf{x} \in \mathbb{F}_{q}^{k}$, the corresponding codeword $C(\mathbf{x}) \in \mathbb{F}_{q}^{m}$ is defined by $C(\mathbf{x})=\mathbf{x} \cdot G$. Here, all arithmetic is carried out over the finite field $\mathbb{F}_{q}$.

The weight of a codeword is the number of nonzero components. The Hamming distance $\Delta\left(\mathbf{c}, \mathbf{c}^{\prime}\right)$ between two codewords $\mathbf{c} \neq \mathbf{c}^{\prime} \in C$ is the number of coordinates $i \in[m]$ such that $c_{i} \neq c_{i}^{\prime}$. The minimum distance, or simply distance, of the code $C$ is the minimum Hamming distance between two different codewords in $C$. For an $[m, k, \Delta]_{q}$-linear-code, $\Delta$ is the distance. Equivalently, because the code is linear (i.e., it can be defined with a generator matrix), it has minimum distance $\Delta$ if and only if the minimum weight of non-zero codewords is $\Delta$.
Definition 1. A coset of an $[m, k, \Delta]_{q}$-linear-code $C$ is a set of vectors of the form $\left\{\mathbf{v}+\mathbf{x} \cdot G \mid \mathbf{x} \in \mathbb{F}_{q}^{k}\right\}$, where $\mathbf{v} \in \mathbb{F}_{q}^{m}$ is a fixed (but arbitrary) vector. The coset is often denoted by $\mathbf{v}+C$.

It can be shown that for two vectors $\mathbf{v}, \mathbf{v}^{\prime} \in \mathbb{F}_{q}^{m}$, the cosets $\mathbf{v}+C$ and $\mathbf{v}^{\prime}+C$ are either identical or disjoint. And, it is well-known that the disjoint cosets of $C$ form a partition of the vector space $\mathbb{F}_{q}^{m}$.
Definition 2. Given a linear code $C$ with generator matrix $G$, the dual linear code $C^{\perp}$ of $C$ is defined to be the set

$$
C^{\perp}=\left\{\mathbf{v} \mid G \cdot \mathbf{v}^{T}=\mathbf{0}\right\} .
$$

In other words, the dual linear code consists of all vectors in $\mathbb{F}_{q}^{m}$ which are orthogonal to all vectors in $C$.
Reed-Solomon codes are a special case of linear codes.
Definition 3 (Reed-Solomon Code). Let $1 \leq k \leq m \leq q$ be positive integers such that $q$ is a prime power. An $[m, k, m-k+1]_{q}$ ReedSolomon (RS) code is defined as follows. Pick some set $S$ of $m$ distinct elements $\alpha_{1}, \ldots, \alpha_{m} \in \mathbb{F}_{q}$ called the evaluation points. Then, associate each message $\mathbf{x}=\left(x_{k-1}, \ldots, x_{0}\right) \in \mathbb{F}_{q}^{k}$ with the univariate polynomial

$$
P_{\mathbf{x}}(Y)=x_{k-1} Y^{k-1}+x_{k-2} Y^{k-2}+\cdots+x_{1} Y+x_{0}
$$

Finally, the Reed-Solomon codeword corresponding to $\mathbf{x}$ is the vector obtained by evaluating $P_{\mathbf{x}}(Y)$ at the $n$ chosen points; i.e.,

$$
\operatorname{RS}(\mathbf{x})=\left(P_{\mathbf{x}}\left(\alpha_{1}\right), P_{\mathbf{x}}\left(\alpha_{2}\right), \ldots, P_{\mathbf{x}}\left(\alpha_{m}\right)\right)
$$

and we define the Reed-Solomon code as

$$
\operatorname{RS}=\operatorname{RS}(S)=\left\{\operatorname{RS}(\mathbf{x}): \mathbf{x} \in \mathbb{F}^{k}\right\}
$$

Given this definition, it is not too hard to see that the generator matrix corresponding to the above Reed-Solomon code is

$$
G_{\mathrm{RS}}=\left(\begin{array}{cccc}
\alpha_{1}^{k-1} & \alpha_{2}^{k-1} & \cdots & \alpha_{m}^{k-1}  \tag{1}\\
\alpha_{1}^{k-2} & \alpha_{2}^{k-2} & \cdots & \alpha_{m}^{k-2} \\
\vdots & \vdots & \vdots & \vdots \\
\alpha_{1} & \alpha_{2} & \cdots & \alpha_{m} \\
1 & 1 & \cdots & 1
\end{array}\right)
$$

We will also consider subsets of Reed-Solomon codes, which correspond to picking a subset $\Omega$ of degree- $(k-1)$ polynomials (or equivalently a subset of messages $\mathbf{x} \in \mathbb{F}^{k}$ ). We refer to the subset of the Reed-Solomon code obtained by using polynomials $\Omega$ and evaluation points $S$ as

$$
\operatorname{RS}(S, \Omega):=\left\{\left(P_{\mathbf{x}}(\alpha)\right)_{\alpha \in S}: P_{\mathbf{x}} \in \Omega .\right\}
$$

Definition 4 (Binary matrix from linear code or a coset of a linear code). Given an $[m, k, \Delta]_{q}$ linear code $C$, we define an $(m q) \times q^{k}$ matrix $M^{C}$ as follows. We associate each of the $m q$ rows with a pair $(i, y) \in[m] \times \mathbb{F}_{q}$, and each of the $q^{k}$ columns with a message $\mathbf{x} \in \mathbb{F}_{q}^{k}$. Then we define the entry of $M^{C}$ in row $(i, y)$ and column $\mathbf{x}$ by

$$
M_{(i, y), \mathbf{x}}^{C}= \begin{cases}1 & \text { If } C(\mathbf{x})_{i}=y \\ 0 & \text { Otherwise }\end{cases}
$$

Let $\mathbf{v} \in \mathbb{F}_{q}^{m}$ be an arbitrary vector. We define the binary matrix $M^{\mathbf{v}+C}$ in the same way:

$$
M_{(i, y), \mathbf{x}}^{\mathrm{v}+C}= \begin{cases}1 & \text { If } \mathbf{v}+C(\mathbf{x})_{i}=y \\ 0 & \text { otherwise }\end{cases}
$$

We conclude this section by using the definitions of a Reed-Solomon code and its associated binary matrix to show that the pooling design given by the binary matrix of a special case of a Reed-Solomon code is equivalent to the shifted transversal design (STD), a design used in a number of biological applications.
Definition 5. Let $n$ be the number of desired columns, choose a prime number $p$ with $p<n$, set $k$ equal to the smallest integer $\kappa$ such that $p^{\kappa} \geq n$, and choose the desired number of layers $m \leq p$., The shifted transversal design STD ( $n, p, m$ ) construction from [17] is defined as the concatenation of $m p \times n$ Boolean matrices, $M^{(\ell)}$, for $\ell=0, \ldots, m-1$; i.e.,

$$
\operatorname{STD}(n, p, m)=\left[\begin{array}{c}
M^{(0)} \\
M^{(1)} \\
\vdots \\
M^{(m-1)}
\end{array}\right]
$$

The columns $M_{0}^{\ell}, \ldots, M_{n-1}^{\ell}$ of each layer are given by cyclic shifts of a base vector

$$
M_{0}^{(0)}=\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right] \quad M_{i}^{(\ell)}=\sigma_{p}^{s(i, \ell)} M_{0}^{(0)}
$$

where $\sigma_{p}^{s}$ is a cyclic shift of order sfor a vector of length $p$ and

$$
\begin{equation*}
s(i, \ell)=\sum_{c=0}^{k-1} \ell^{c}\left\lfloor\frac{i}{p^{c}}\right\rfloor . \tag{2}
\end{equation*}
$$

The effect of the cyclic shift $\sigma_{p}^{s(i, \ell)}$ on the vector $M_{0}^{(0)}$ is to shift the 1 from the first position to the $s(i, \ell) \bmod p$ position in the vector $M_{i}^{(\ell)}$.
Proposition 2. When $q$ is a prime number p, the pooling design $M$ from the $[m, k, m-k+1]_{q}-R S$ code is the same as the $\operatorname{STD}\left(n=p^{k}, p, m\right)$ (up to the ordering of the columns and the layers).

Proof. We will start from the definition of the STD matrix and show that the columns of the concatenated layers $M^{(\ell)}$ are exactly the columns of $M$, as defined for Reed-Solomon codes.

We use the convention that a vector of length $p$ has components labeled 0 through $p-1$, then the position of the 1 in the vector $M_{i}^{(\ell)}$ is simply $s(i, \ell) \bmod p$. All of the computations in Equation [2] can, therefore, be executed modulo $p$. That is, we can replace all of the terms of the form $\left\lfloor\frac{i}{p^{c}}\right\rfloor$ with the expression $\left\lfloor\frac{i}{p^{c}}\right\rfloor \bmod p$ and observe that this expression is nothing other than the $c$ th digit $b_{c}$ in the base $p$ expansion of $i$,

$$
i=\sum_{c=0}^{k-1} b_{c} p^{c} \quad \text { where } \quad b_{c}=\left\lfloor\frac{i}{p^{c}}\right\rfloor \quad \bmod p .
$$

Let $b=\left(b_{0}, b_{1}, \ldots, b_{k-1}\right)$ denote the vector of coefficients in the $p$-ary expansion of $i$ and set $P_{b}(x) \in \mathbb{Z}_{p}[x]$ to be the polynomial with coefficients given by the components of $b$

$$
P_{b}(x)=\sum_{c=0}^{k} b_{c} x^{c} .
$$

With these definitions, it is clear that $s(i, \ell)=P_{b}(\ell)$ and that the position of the 1 in the vector $M_{i}^{(\ell)}$ is nothing other than the value of the polynomial $P_{b}(x)$ evaluated at $x=\ell$. Furthermore, there are $p^{k}$ possible vectors $b$ (and hence, $n=p^{k}$, as desired).

Combinatorial group testing. In the traditional combinatorial group testing framework, we express a pooling design by a binary $t \times n$ matrix $M=\left(M_{i j}\right)$, where $M_{i j}=1$ if and only if item $j$ is present in pool $i$. In the context of this paper, we can think of an item as a specimen; but as we are discussing the fundamentals of group testing in this section, we will continue to use the traditional terminologies for group testing. The weight of a row or a column of this matrix is the number of 1's present in it. The column weight of the $j$ 'th column of $M$ thus represents the number of pools that item $i$ belongs, and the row weight of the $i$ 'th row is the number of items pooled together in pool $i$.

Each pool tests positive if there is at least one positive item in the pool. The semantic of positivity depends on the application at hand. The test outcomes of all pools can thus be represented by a vector $\mathbf{y}=\left(y_{1}, y_{2}, \ldots, y_{t}\right) \in\{0,1\}^{t}$, where $y_{i}=1$ if and only if the $i$ 'th pool's test outcome is a positive outcome. The key requirement for a pooling design $M$ to be sound is that from the outcome vector $\mathbf{y}$ we are able to identify the set of at most $d$ positive items, where $d$ is an apriori bound on the maximum number of positive items. This worst-case assumption on the maximum number of positive items is in the same spirit as the Hamming formulation in coding theory.

If the pooling matrix $M$ allows for unique and correct identification of the positive items, then it is said to be a $d$-separable matrix. It is not hard to show that the matrix $M$ is $d$-separable if and only if the Boolean unions of any combination of up to $d$ columns of $M$ are all distinct, and thus they give rise to distinct test outcome vectors $\mathbf{y}$. The notion of $d$-separability does not indicate how we identify the positive items given the test outcome vector $\mathbf{y}$; although in principle we can pre-compute all possible unions of up to $d$ columns of $M$ and store the results in a huge lookup table with $\sum_{k=0}^{d}\binom{n}{k}$ entries.

For moderately large values of $n$ and $d$, the lookup table is too large to be useful in practice. Hence, group testing theory has mostly focused on a slightly relaxed notion of pooling design matrix $M$ which allows for fast positive item identification. The algorithm for identifying the positive items is very simple: we simply eliminate all items that participate in negative tests, because in case of no testing errors those items are guaranteed to be negative items. This algorithm is called the naive decoding algorithm. If the matrix $M$ satisfies the property that the naive decoding algorithm always works correctly, i.e. the remaining items are always precisely the positive items, then the matrix is said to be a $d$-disjunct matrix. While it may seem that $d$-disjunctness is a much stronger property than $d$-separability, it turns out that the optimal number of rows of a $d$-disjunct matrix is not too far from the optimal number of rows of a $d$-separable matrix. Hence, by slightly sacrificing the number of tests, we gain a great speedup in decoding time and saving in space requirement for the testing and decoding procedures.

It is also not hard to show that the above algorithmic definition of a $d$-disjunct matrix is equivalent to the following combinatorial definition. The advantage of the combinatorial characterization of disjunct matrices is that it gives us an obvious method to verify whether a given matrix is disjunct.
Definition 6 (Disjunct Matrix). A $t \times n$ binary matrix $M$ is $d$-disjunct (for $1 \leq d \leq n-1$ ) if and only if the following is true: for any subset $\Lambda \subset[n]$ of columns such that $|\Lambda|=d$ and an arbitrary column $j \in[n]-\Lambda$, there exists a row $i$ such that the $j$ th column has $a 1$ in row $i$ and all columns in $\Lambda$ have a zero in row $i$.

As we have alluded to in the introduction, practical applications of group testing often require the pooling matrix to be well-balanced. In particular, it is desirable to have a pooling matrix with close to uniform row weight and close to uniform column weight. The following concept formalizes the notion of a well-balanced matrix.
Definition 7 (Regular and strongly regular matrix). A $t \times n$ binary matrix $M$ is called ( $r, c$ )-regular for integers $1 \leq c \leq t$ and $1 \leq r \leq n$ if every row has either $r$ or $r+1$ ones and every columns has either $c$ or $c+1$ ones. If the rows of the matrix have exactly $r$ ones and the columns exactly cones, we say the matrix is strongly $(r, c)$-regular.

We will show below how to construct disjunct matrices which are (strongly) regular from linear codes. The idea of constructing a disjunct matrix from a linear code dates back to the classic work of Kautz and Singleton on superimposed codes [11]. Superimposed codes are equivalent to disjunt matrices. In fact, Kautz and Singleton already showed us how to construct a disjunct matrix from Reed-Solomon codes, of which the STD design is a special case. The main mathematical contributions of our work is to derive more properties of the RS-code-based construction of disjunct matrices pertaining to practical group testing requirements and to extend this analysis to general linear codes.
Proposition 3. Let $C$ be an $[m, k, \Delta]_{q}$-linear-code and $\mathbf{v} \in \mathbb{F}_{q}^{m}$ be an arbitrary vector. Then $M^{\mathbf{v}+C}$ is a strongly $\left(q^{k-1}, m\right)$-regular matrix that is $d$-disjunct for any $d$ satisfying the following inequality:

$$
\begin{equation*}
m>d(m-\Delta) \tag{3}
\end{equation*}
$$

Proof. We begin with the case when $\mathbf{v}=\mathbf{0}$. To see that the matrix $M^{\mathbf{v}+C}=M^{C}$ is $d$-disjunct, we reason as follows. Let $\Lambda$ be an arbitrary subset of $d$ codewords of $C$, and $\mathbf{c}$ an arbitrary codeword not in $\Lambda$. Note that there is a one to one correspondence between codewords and the columns of the matrix $M^{C}$; hence, we will use "codewords" and "columns of $M^{C "}$ interchangeably. For each codeword $\mathbf{c}^{\prime} \in \Lambda$, there are at most $m-\Delta$ positions $i \in[m]$ for which $c_{i}=c_{i}^{\prime}$. Hence, when $m>d(m-\Delta)$ there exists at least one position $\bar{i} \in[m]$ for which $c_{\bar{i}}$ is different from $c_{\bar{i}}^{\prime}$ for any codeword $\mathbf{c}^{\prime} \in \Lambda$. Hence, the row of $M^{C}$ indexed by the pair $\left(\bar{i}, c_{\bar{i}}\right)$ has a 1 in column $\mathbf{c}$ and 0 in all columns $\mathbf{c}^{\prime} \in \Lambda$. We conclude that $M^{C}$ is $d$-disjunct.

By construction, every column of $M^{C}$ has exactly $m$ ones and by the well known fact that for every $i \in[m]$ and $y \in \mathbb{F}_{q}$, there are exactly $q^{k-1}$ messages $\mathbf{x} \in \mathbb{F}_{q}^{k}$ such that $C(\mathbf{x})_{i}=y$, we conclude that every row of $M^{C}$ has exactly $q^{k-1}$ ones. This proves that $M^{C}$ is a strongly ( $q^{k-1}, m$ )-regular matrix.

Finally, we consider the case when $\mathbf{v} \neq \mathbf{0}$. In this case $C$ still has minimum distance $\Delta$, which allows us to show that $M^{\mathbf{v}+C}$ is $d$-disjunct exactly as in the argument above for $M^{C}$. The column regularity follows by construction and the row regularity follows from the fact that in order to have $M_{(i, y), \mathbf{x}}^{\mathrm{v}+C}=1$ we need $C(\mathbf{x})_{i}=y-v_{i}$. Thus, we still have the property that for fixed $i$ and $y$ there are exactly $q^{k-1}$ messages $\mathbf{x}$ such that $\mathbf{v}+C(\mathbf{x})_{i}=y$, which implies the desired row regularity.

A pooling design matrix $M^{C}$ constructed directly from an $[m, k, \Delta]_{q}$-linear-code $C$ has $n=q^{k}$ columns. In practice, we cannot expect the number of items (or specimens) to be an exact power of a prime. Since pooling design matrices constructed from linear codes have very nice properties such as regularity and modularity, we want to retain the construction. The straightforward way out is to select parameters $q$ and $k$ such that $n$ is just smaller than $q^{k}$, and then remove the last $q^{k}-n$ columns of the matrix. Unfortunately, removing arbitrarily $q^{k}-n$ columns from the matrix $M^{C}$ might significantly reduce the row-weight uniformity of the matrix, making it unbalanced. To deal with this problem, we impose a stronger property on the linear code $C$. An $[m, k, \Delta]_{q}$-linear-code $C$ is said to be a heavy linear code if there exists a generator matrix $G$ for $C$ such that the last row of $G$ is a vector all of whose components are non-zero. The generator matrix for RS-code shown in Equation 1 has such property. Hence, RS-codes are heavy linear codes. The next proposition explains why heavy linear codes are useful in our context.

Proposition 4. Let $C$ be an $[m, k, \Delta]_{q}$ heavy linear code. Let the columns of $M^{C}$ be arranged lexicographically by the messages in $\mathbb{F}_{q}^{k}$. Then for any positive integer $n \leq q^{k}$, consider the matrix $M^{C \mid n}$ obtained from $M^{C}$ by dropping the last $q^{k}-n$ columns of $M^{C}$. Then $M^{C \mid n}$ is an $(\lfloor n / q\rfloor, m)$-regular matrix.

Proof. Since $C$ is a heavy linear code, it has a generator matrix $G$ such that its last row, which we will denote by $\mathbf{g}=\left(g_{1}, \ldots, g_{m}\right)$, has all non-zero values. Let $G^{\prime}$ denote the matrix obtained from $G$ by removing the last row $v g$. We will use the generator matrix $G$ while defining the entries of $M^{C}$. We now prove the regularity of $M^{C \mid n}$. The column regularity of $M^{C \mid n}$ remains the same as that of $M^{C}$. So we only need to be concerned about the row regularity of $M^{C \mid n}$.

Consider the last $q$ columns of $M^{C}$. Note that they are indexed by the $q$ messages of the form $\left(\mathbf{x}^{\prime}, \alpha\right)$ where $\mathbf{x}^{\prime}$ is some vector in $\mathbb{F}_{q}^{k-1}$ and $\alpha \in \mathbb{F}_{q}$ varies over all values in $\mathbb{F}_{q}$. For any $\alpha \in \mathbb{F}_{q}$, we have

$$
C\left(\left(\mathbf{x}^{\prime}, \alpha\right)\right)=\mathbf{x}^{\prime} \cdot G^{\prime}+\alpha \cdot \mathbf{g} .
$$

For a fixed position $i \in[m]$, because $g_{i} \neq 0$ when $\alpha$ varies over all $q$ values in $\mathbb{F}_{q}$ the product $\alpha \cdot g_{i}$ also takes all values in $\mathbb{F}_{q}$. This means the coordinate $C\left(\left(\mathbf{x}^{\prime}, \alpha\right)\right)_{i}$ varies over all of $\mathbb{F}_{q}$ when $\alpha$ does. This fact holds true for all positions $i \in[m]$.

Consequently, when we remove the last $q$ columns from $M^{C}$, we reduce the row weight of $M^{C}$ by exactly 1 . Since the above reasoning holds for any $\mathbf{x}^{\prime}$, we can continue the argument above untill we are left with $n$ columns. If $q$ does not divide $n$, then we will remove less than $q$ columns in the last chunk of $q$ columns. Again by the argument above, it can be seen that the final row weights will either be $\lfloor n / q\rfloor$ or $\lfloor n / q\rfloor+1$.

We next formalize the notion of mudularity that is a desired property of pooling matrices as alluded to in the introduction. Roughly speaking, a "modular" matrix is a pooling design matrix whose columns can be partitioned into a collection of sub-matrices which are also regular and disjunct.
Definition 8 (Modular matrix). We say that a $t \times n$ binary matrix $M$ is $(d, q)$-modularly disjunct, where $1 \leq d \leq n-1$ and $q$ divides $n$, if the following hold:
(i) $M$ is an $(r, c)$-regular d-disjunct matrix.
(ii) For $1 \leq i \leq q$, let $M^{[i]}$ be the $t \times n / q$ column submatrix of $M$ that contains the ith contiguous chunk of $n / q$ columns. Then each matrix $M^{[i]}$ is an ( $\left.r / q, c\right)$-regular $d^{\prime}$-disjunct matrix for some $d^{\prime} \geq d$.

In fact, we would like to construct such matrices where the modularity property holds for multiple "recursion" levels. We will show in the next section how to construct such nice matrices from linear codes. Towards this end, we define the recursive versions of modularly disjunct matrices.
Definition 9 (Strictly modular matrix). Let $1 \leq d_{1} \leq d_{2} \leq \cdots \leq d_{\ell} \leq n$ be a sequence of integers such that at least one of the inequalities is strict. Then we call a $t \times n$ binary matrix $M$ to be $\left(\left(d_{1}, \ldots, d_{\ell}\right), q, \bar{\ell}\right)$-strictly modularly disjunct (where $q$ divides $n$ ), if the following hold. $M$ is a $\left(d_{1}, q\right)$-modularly disjunct matrix. Further, if $\ell>1$, then for every $1 \leq i \leq q, M^{[i]}$ is $\left(\left(d_{2}, \ldots, d_{\ell}\right), q, \ell-1\right)$-strictly modularly disjunct.

Modularly disjunct matrices from linear codes. As in the previous section, the order in which we label the columns of $M^{C}$ makes a difference in the practical application of the design. There are applications where we would like to pool samples in blocks, perhaps at different times, and then store those blocks to be tested jointly or mixed and matched with other populations in different experiments. That is, we would like the columns of the pooling matrix to be modular. We now show how a code with good "nested" distance leads to a strictly modularly disjunct matrix. We first fix a notation, given a $k \times m$ generator matrix $G$ and an $i \in[k]$, let $G_{i}$ denote the matrix obtained from $G$ by removing the first $i-1$ rows of $G$.
Definition 10. Let $1 \leq \Delta_{1} \leq \Delta_{2} \leq \cdots \leq \Delta_{k}$ be integers. Let $G$ be a $k \times m$ generator matrix for an $\left[m, k, \Delta_{1}\right]$ code $C$. We say $C$ has a nested distance of $\left(\Delta_{1}, \ldots, \Delta_{k}\right)$ if for every $i \in[k]$, the code corresponding to $G_{i}$ is an $\left[m, k-i+1, \Delta_{i}\right]_{q}$-code.
Proposition 5. Let $m \geq \Delta_{k} \geq \Delta_{k-1} \geq \cdots \geq \Delta_{1}$ be integers. For every $i \in[k]$, define $d_{i}$ to be the largest integer such that

$$
m>d_{i}\left(m-\Delta_{i}\right)
$$

Then if $C$ is an $[m, k]_{q}$ linear code with nested distance $\left(\Delta_{1}, \ldots, \Delta_{k}\right)$, then $M^{C}$ is a $\left(\left(d_{1}, \ldots, d_{k}\right), q, k\right)$-strictly modularly disjunct matrix.
Proof. Since $C$ is an $\left[m, k, \Delta_{1}\right]_{q}$ linear code, then Proposition 1 implies that $M$ is $d_{1}$-disjunct and is $\left(q^{k-1}, m\right)$-regular, as desired. Let us now consider the $q$ submatrices $\left(M^{C}\right)^{[i]}$ for $i \in[k]$. These matrices correspond to the cosets of the linear code corresponding to the generator matrix $G_{2}$, which by definition have distance $\Delta_{2}$. This implies that each of these matrices are $d_{2}$-disjunct. The proof can then be completed by induction. Next, we fill in the details.

Recall that the columns of $M^{C}$ are indexed in lexicographic order by the messages in $\mathbb{F}_{q}^{k}$. For the rest of the argument fix an $i \in[k]$. Then note that the columns of $\left(M^{C}\right)^{[i]}$ are indexed by the messages $\left\{\left(\beta_{i}, \mathbf{x}^{\prime}\right)\right\}_{\mathbf{x}^{\prime} \in \mathbb{F}_{q}^{k-1}}$, where $\beta_{i}$ is the $i$ th element in the lexicographic ordering of the elements in $\mathbb{F}_{q}$. In other words, the columns in $\left(M^{C}\right)^{[i]}$ for $\mathbf{x}^{\prime} \in \mathbb{F}_{q}^{k-1}$ corresponds to the codewords

$$
C\left(\beta_{i}, \mathbf{x}^{\prime}\right)=\beta_{i} \cdot \mathbf{g}_{1}+\mathbf{x}^{\prime} \cdot G_{2}
$$

where $\mathbf{g}_{1}$ is the first row in $G$. In other words, the codewords corresponding to columns in $\left(M^{C}\right)^{[i]}$ correspond to a coset of the code generated by $G_{2}$. Thus, by Proposition $1,\left(M^{C}\right)^{[i]}$ is $d_{2}$-disjunct matrix that is $\left(q^{k-2}, m\right)$-regular. Applying this argument inductively (and noting that for any linear code $C$ and a coset $C^{\prime}, \mathbf{v}+C^{\prime}$ is also a coset) completes the proof.

Propositions 4 and 5 imply the following result.
Theorem 1. Let $m \geq \Delta_{r} \geq \Delta_{r-1} \geq \cdots \geq \Delta_{1}$ be integers. For every $i \in[r]$, define $d_{i}$ to be the largest integer such that $m>d_{i}\left(m-\Delta_{i}\right)$.
 can construct an $m q \times n$ matrix $M^{C}$ that is a $\left(\left(d_{1}, \ldots, d_{\ell}\right), q, \ell\right)$-strictly modularly disjunct matrix.

Random linear codes. While our previous result, Theorem 1, explains how to obtain a modularly disjunct matrix from a heavy linear code with the right nested distance properties, it does not explain how to obtain efficiently a code with such properties. In the rest of this section, we show that we can construct a modularly disjunct matrix efficiently from cosets of a random linear code.

Consider a random $k \times m$ matrix $G$ over $\mathbb{F}_{q}$. The corresponding linear code $C$ is known to satisfy the Gilbert-Varshamov (GV) bound [19, $6,15,14]$; i.e., its distance is at least $\left(H_{q}^{-1}(1-k / m-\epsilon)\right) m$ with probability at least $1-q^{\epsilon m}$, where $H_{q}(x)$ denotes the q-ary entropy function, namely

$$
H_{q}(x)=x \log _{q}(q-1)+x \log _{q}\left(\frac{1}{x}\right)+(1-x) \log _{q}\left(\frac{1}{1-x}\right)
$$

Porat and Rothschild [16] showed that for $q=\Theta(d)$ and $k=\Theta(m /(d \log d))$, the distance is at least $m\left(1-\frac{1}{d+1}\right)$. More importantly, they showed how to use the method of conditional expectation [1] to compute the generator matrix of such a code in time $q^{O(k)}$. Thus, Proposition 1 implies that the corresponding pooling design matrix is $d$-disjunct.

We show that, in addition to being $d$-disjunct and efficiently constructable, a random linear code is also heavy and has good nested distance. To show that a random linear code is heavy, we need the following result.
Lemma 1 ([3]). Let $C$ be an $[m, k, \Delta]_{q}$ linear code and let its dual code have distance $\Delta^{\perp}+1$. Then the number of codewords in $C$ with all non-zero values is lower bounded by

$$
\frac{(q-1)^{m}}{q^{m-k}}-2\binom{m}{\Delta^{\perp}} q^{k-\Delta^{\perp}}
$$

We will use the following two calculations.
Lemma 2. Let $1 \leq \ell \leq k \leq m$ be positive integers. Let $q$ be an integer such that $q \geq 2 e^{2} m / \ell$ (where $e=2.71828 \ldots$ is the Euler number), then

$$
\frac{(q-1)^{m}}{q^{m-k}}-2\binom{m}{\ell} q^{k-\ell}>0
$$

Proof. Noting that $q \geq 2 e^{2} m / \ell>8 m / \ell>m / \ell+1$, and that $\binom{m}{\ell} \leq(e m / \ell)^{\ell}$, we have

$$
\begin{aligned}
2\binom{m}{\ell} q^{m-\ell} & \leq 2\left(\frac{e m}{\ell}\right)^{\ell} q^{m-\ell} \\
& =2\left(\frac{e m}{q \ell}\right)^{\ell} q^{m} \\
& =2\left(\frac{e m}{q \ell}\right)^{\ell}\left(1+\frac{1}{q-1}\right)^{m}(q-1)^{m} \\
& \leq 2\left(\frac{e m}{q \ell}\right)^{\ell} e^{\frac{m}{q-1}}(q-1)^{m} \\
& \leq 2\left(\frac{e m}{q \ell}\right)^{\ell} e^{\ell}(q-1)^{m} \\
& =2\left(\frac{e^{2} m}{q \ell}\right)^{\ell}(q-1)^{m} \\
& \leq \frac{2 e^{2} m}{q \ell}(q-1)^{m} \\
& \leq(q-1)^{m} .
\end{aligned}
$$

Rearranging the factors gives the desired inequality.
Lemma 3. For every integer $d$, let $q$ be an integer such that $q \geq c d$ for a sufficiently large constant $c$. Then for any $x \leq 1 / 2$

$$
H_{q}(x)=\Theta(x)
$$

and for any $x=1-\Theta(1 / d)$,

$$
H_{q}(x)=1-\Theta\left(\frac{\ln (q / d)}{d \ln q}\right)
$$

Proof. We use the first-order Taylor approximation for sufficiently small real numbers $x>0, \ln (1+x)=x+\Theta\left(x^{2}\right)$ and $\ln (1-x)=$ $-x+\Theta\left(x^{2}\right)$. Note that since $\log _{q}(q-1)=1+\frac{\ln (1-1 / q)}{\ln q}$, the first term of $H_{q}(x)$ is

$$
x \cdot\left(1-\frac{1}{q \ln q}+\Theta\left(\frac{1}{q^{2} \ln q}\right)\right) .
$$

For the last two terms define $y=\min (x, 1-x) \leq 1 / 2$. Since the sum of the last two terms is the same for $x$ and $1-x$, we just bound their sum in terms of $y$. In this case the second term is

$$
y-\frac{y}{\ln q} \cdot \ln (q y) .
$$

The third term is $\Theta\left(\frac{y(1-y)}{\ln q}\right)=\Theta\left(\frac{y}{\ln q}\right)$.
First, consider the case when $x \leq 1 / 2$. In this case $y=x$ and it can be checked all the terms are dominated by $y$, which implies that $H_{q}(x)=\Theta(x)$ as required.

Finally, consider the case $x=1-\Theta(1 / d)$. In this case $y=1-x$. In this case, the sum of the first two terms is dominated by the term $1-\frac{y}{\ln q} \cdot \ln (q y)$. Assuming $q$ is at least $c \cdot d$ for large enough $c$, the $-\frac{y}{\ln q} \cdot \ln (q y)$ term dominates the third term, which implies the claimed bound.

Consider a $[m, k,(1-1 /(d+1)) m]_{q}$ random linear code. By Proposition 1, the corresponding matrix will be $d$-disjunct. Let us now figure out the parameters $q$ and $k$ in terms of $m$ and $d$. It is well-known that the random code lies on the GV bound which by Lemma 3 implies that

$$
k=m \cdot\left(1-H_{q}(1-1 /(d+1))\right)=\Theta\left(m \frac{\log (q / d)}{d \log q}\right) .
$$

It is also well-known that with high probability the dual of this code lies on the GV bound; i.e., the dual distance satisfies

$$
\Delta^{\perp}+1 \geq m \cdot H_{q}^{-1}(k / m)=\Theta(k)
$$

where the equality follows from Lemma 3. Further, it is easy to show that the dual distance can be at most $k$ (this follows e.g. from the Singleton bound). Thus, we have

$$
\Delta^{\perp}=\Theta\left(m \frac{\log (q / d)}{d \log q}\right)
$$

We now want to use Lemmas 2 and 1 to imply that the random code with high probability is heavy. To do this we need

$$
q=\Omega\left(\frac{m}{\Delta^{\perp}}\right)
$$

or

$$
q=\Omega\left(\frac{d \log q}{\log (q / d)}\right)
$$

It is not too hard to check that the above is true if we pick

$$
\begin{equation*}
q=\Theta\left(\frac{d \log d}{\log \log d}\right) \tag{4}
\end{equation*}
$$

This along with the restrictions above implies that we have

$$
\begin{equation*}
k=\Theta\left(\frac{m \log \log d}{d \log d}\right) . \tag{5}
\end{equation*}
$$

The corresponding matrix will have $m \cdot q$ rows, which, by recalling that $n=q^{k}$, leads to $O\left(d^{2} \log n \cdot \frac{\log d}{\log ^{\log 2} d}\right)$ rows.
Good Nested Distance. We now observe that the cosets of a random linear codes have good distance. In particular, note that for a random $G$, the matrix $G_{i}$ is also a random matrix (though with smaller number of rows). Thus, by the known results with high probability, all these codes lie on the GV bound.

There are a couple of caveats in trying to combine the two results on heaviness and nested distance: First, while calculating the distance of the cosets, we cannot go down to $G_{k}$ because the high probability bound is not small enough to take a union bound over all the values of $i \in[k]$. Second, even though a random linear code is heavy with high probability, it is not necessary that one of the rows of the random $G$ will have all non-zero values. However, we can always recompute another generator matrix $G^{\prime}$ such that its last row is all non-zeroes. In fact, one can argue that one can obtain $G$ from $G^{\prime}$ by putting the all non-zero row at the bottom of $G$ and then removing one of the $k$ rows of $G .^{1}$ Again, while making the argument for the dual distance to be too large we cannot go down to small sub-matrices $G_{i}$. Further, to make the argument for showing that a random linear code is heavy, we need $\Delta^{\perp}=\Theta(m / d)$, which implies that we can only consider $G_{i}$ for $i \leq \ell=O(k)$.

The above two points imply that we can only only "recurse" up to say $k / 2$ levels (instead of going all the $k$ levels to go down to $G_{k}$ ). This means we will obtain a strictly modularly disjunct matrix with $\Theta(k)$ levels of recursion, which for practical applications such as ours is fine.

Next, we quickly outline how one can adapt the algorithm of [16] to our case above. Note that what we need is the following for the linear codes corresponding to the generator matrices $G_{k}, G_{k-1}, \ldots, G_{O(k)}$ : both the code and its dual has to lie on the GV bound. In particular, we have to run $O(k)$ "copies" of the argument in [16]. However, this will not affect the final $q^{O(k)}$ run time, which implies that
Theorem 2. One can construct a $\left(\left(d_{1}, \ldots, d_{\ell}\right), q, \ell\right)$-strictly modularly disjunct matrix (with $\left.\ell=\Theta(k)\right)$ with the $O\left(d^{2} \log n \cdot \frac{\log d}{\log _{\log }{ }^{2} d}\right)$ number of rows in time polynomial in $n$, where $q$ and $k$ are chosen as in (4) and (5).

[^0]Computing the average disjunctness of Reed-Solomon Codes. In this section, we address the average disjunctness of Reed-Solomon codes, and in particular the problem of computing it. As mentioned in the main body of the paper, disjunctness, which is a worst-case guarantee, is often too strong in practice. To that end, we consider average disjunctness.
Definition $11((\delta, d)$-Disjunct Matrix). A $t \times n$ binary matrix $M$ is $(\delta, d)$-average-disjunct (for $1 \leq d \leq n-1)$ if and only if the following is true. Let $\Lambda \subset[n]$ be a set of d columns chosen uniformly at random. Then with probability at least $1-\delta$, for any column $j \in[n]-\Lambda$, there exists a row $i$ such that the $j$ th column has a 1 in row $i$ and all columns in $\Lambda$ have a zero in row $i$.

We first observe that the average disjunctess can be bounded in terms of the roots of sets of polynomials.
Proposition 6. Let $\Omega$ be a set of polynomials of degree at most $k$ over $\mathbb{F}_{q}$, so that $|\Omega|=n$, and further so that $\Omega$ forms an additive subgroup (i.e. every $p_{1}, p_{2} \in \Omega$, we have $p_{1} \pm p_{2} \in \Omega$ ). Let $S \subset \mathbb{F}_{q}$. For a subset $\Lambda \subset \Omega$, let roots $(\Lambda)=\left\{\alpha \in \mathbb{F}_{q} \mid f(\alpha)=0\right.$ for some $\left.f \in \Lambda\right\}$. Let $N_{d}(S, \Omega)$ be the number of sets $\Lambda \subset \Omega \backslash\{0\}$ of size $d$ so that $S \subset \operatorname{roots}(\Lambda)$. Then for any $\delta$ so that

$$
\delta\binom{n}{d} \geq n \cdot N_{d}(S, \Omega)
$$

$R S(S, \Omega)$ is $(\delta, d)$-average-disjunct.
Proof. Say that $\Lambda$ is bad for $p \in \Omega$ (with respect to $S$ ) if for all $\alpha \in S$, there is some $f \in \Lambda$ so that $f(\alpha)=p(\alpha)$, and similarly that $\Lambda$ is bad if there exists a $p$ for which it is bad. For a fixed $S, \Omega$, let $N_{d}^{p}$ be the number of size $d$ sets $\Lambda \subset \Omega$, not containing $p$, so that $\Lambda$ is bad for $p$ with respect to $S$. Thus, the number of sets $\Lambda$ that are bad is at most $\sum_{p \in \Omega} N_{d}^{p}$. By definition, $R S(S, \Omega)$ is $(\delta, d)$-average-disjunct for any $\delta$ so that

$$
\delta\binom{n}{d} \geq \sum_{p \in \Omega} N_{d}^{p}
$$

We will show that in fact $N_{d}^{p}=N_{d}(S, \Omega)$ for all $p$, and this will complete the proof. First, notice that by definition, $N_{d}(S, \Omega)=N_{d}^{0}$. Further, if $\Lambda$ is bad for 0 , then $\Lambda+p=\{f+p \mid f \in \Lambda\}$ is bad for $p$, and conversely if $\Lambda$ is bad for $p$, then $\Lambda-p$ is bad for 0 . Thus, the sets $\Lambda$ which are bad for 0 are in bijection with those bad for $p$, for all $p$, which completes the proof.

Next, we address the issue of computing the average disjunctess of Reed-Solomon codes. In order to compute the results reported in Figure 5, we use Proposition 6. Recall that in Figure 5, $\Omega$ is the set of Reed-Solomon codewords corresponding to constant, linear, and monic quadratic polynomials, and that $S$ is an arbitrary subset of $\mathbb{F}_{q}$ of size $m=6$. We must compute the number of subsets $\Lambda \subset \Omega$ of size $d$, so that the roots of the polynomials in $\Lambda$ cover $S$. Our argument below will show that in fact this number is independent of the choice of $S$, and so our bounds hold for all choices of layers.

Rather than computing the number of bad sets $\Lambda$, we will equivalently compute the probability that a random set $\Lambda$ of size $d$ is bad. We may do this recursively. Let $p(m, r, t)$ denote the probability that $r$ polynomials cover an arbitrary set $S_{t}$ of size $t$, where the polynomials are drawn uniformly at random from an any set $\Omega_{m}$ of size $m$ so that $\Omega_{m} \subset \Omega$ and

$$
\begin{equation*}
\left\{P \in \Omega \mid \exists \alpha \in S_{t}, P(\alpha)=0\right\} \subset \Omega_{m} . \tag{6}
\end{equation*}
$$

We note that by symmetry, $p(m, r, t)$ is well defined-that is, that it does not depend on the choice of $S_{t}$ or $\Omega_{m}$, as long as they are compatible in the sense of [6].

Then $p(m, r, t)$ obeys the recursive relationship

$$
p(m, r, t)= \begin{cases}q_{0} p(m-1, r-1, t)+ &  \tag{7}\\ q_{1} p(m-1, r-1, t-1)+ & r \geq t / 2 \\ q_{2} p(m-1, r-1, t-2) & \\ 0 & r<t / 2\end{cases}
$$

where $q_{i}$ is the probability that a randomly chosen polynomial from $\Omega_{m}$ has exactly $i$ roots in $S_{t}$. Indeed, if $r<t / 2$, then there is no way that $r$ polynomials of degree at most two can have between them $t$ roots. On the other hand, if $r \geq t / 2$, then there are three cases: either the first polynomial includes no roots of $S_{t}$, one root of $S_{t}$, or two roots of $S_{t}$, and these are the three terms in the sum.

Because the number of polynomials in $\Omega_{m}$ with precisely two roots in $S$ is $\binom{t}{2}$ (indeed, this is the number of such polynomials in $\Omega$, and all of them are contained in $\Omega_{m}$ because of [6]), we have

$$
q_{2}=\frac{1}{m}\binom{t}{2}
$$

Similarly,

$$
q_{1}=\frac{1}{m}(q t+t(q-t)),
$$

because the polynomials in $\Omega$ that have precisely one root in $S_{t}$ are of the form $\beta(x-\alpha)$ or $(x-\alpha)^{2}$ for $\alpha \in S_{t}, \beta \in \mathbb{F}_{q} \backslash\{0\}$, or of the form $(x-\beta)(x-\alpha)$ for $\alpha \in S_{t}, \beta \in F_{q} \backslash S_{t}$. Finally,

$$
q_{0}=1-q_{1}-q_{2} .
$$

Using [7], we may easily compute

$$
N_{d}(S, \Omega)=\binom{n}{d} p(n, d, m)
$$


[^0]:    ${ }^{1}$ Start from the bottom row of $G$ and greedily remove the first row in $G$ that in augmented matrix is no longer independent of the rows below it.

