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#### Abstract

The field of discrete event simulation and optimization techniques motivates researchers to adjust classic ranking and selection (R\&S) procedures to the settings where the number of populations is large. We use insights from extreme value theory in order to reveal the asymptotic properties of R\&S procedures. Namely, we generalize the asymptotic result of Robbins and Siegmund regarding selection from independent Gaussian populations with known constant variance by their means to the case of selecting a subset of varying size out of a given set of populations. In addition, we revisit the problem of selecting the population with the highest mean among independent Gaussian populations with unknown and possibly different variances. Particularly, we derive the relative asymptotic efficiency of Dudewicz and Dalal 's and Rinott's procedures, showing that the former can be asymptotically superior by a multiplicative factor which is larger than one, but this factor may be reduced by proper choice of parameters. We also use our asymptotic results to suggest that the sample size in the first stage of the two procedures should be logarithmic in the number of populations.
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## 1. Introduction

Selecting and ranking items from a set based on incomplete and noisy information is a natural problem arising in many domains with limited resources. Examples include selecting students for a program from a list of candidates based on their prior grades, ranking web-pages based on their relevance to a query and displaying the top pages to a user, or finding the best (or near the best) system design with respect to some measure of performance. Discrete event simulation is a popular methodology for studying such system design problems, with some reviews of applications in [19, 31, 37, 44]. Fundamental texts summarizing the basics of this approach are [22] and [32]. More general references for stochastic simulations are given in $[3,9,23,24,36]$.

The modern literature about discrete event simulation is strongly related to the theory of ranking and selection ( $\mathrm{R} \& \mathrm{~S}$ ) procedures. This literature considers a set of populations and a user who wants to select the populations associated with a specific relative stochastic property such as the highest mean, the smallest variance, etc. With regard to this task, the R\&S literature is devoted to development of useful procedures, i.e. sampling policies and selection rules to pinpoint the target populations with some performance guarantee and low sampling cost. A nice glance into the R\&S theory is provided in [5] while extensive summary can be found in the books [27, 30]. Major fields of this research include Bayesian and indifference-zone (IZ) formulations. Recent work in the Bayesian context is summarized by [11, 12], and an extension to the case of multiple attributes appears in [20]. Similarly, recent contributions regarding the IZ formulation are described in [35].

As demonstrated by [28], the R\&S literature offers attractive procedures for the case where the number of alternative designs is relatively small and there is no strong functional relationship among them. However, as pointed by [34], this situation is not frequent in practice. In particular, the number of alternative designs is usually large which means that classical R\&S procedures cannot be applied directly with no proper adjustments. Motivated by this issue, several authors introduced improvements of the classic R\&S procedures as a solution for this problem $[1,7,10,41,21]$. These improvements were mostly compared to their classic R\&S ancestors by simulations (although rigorous bounds were derived in [21] for the fully sequential case). While simulations can be carried out to study these modern procedures, they do not provide insights or rigorous bounds regarding the performance as a function of procedures' choices and parameters, and become computationally intensive as the number of populations and sample size grow. A complementary and attractive approach is to evaluate the quality of R\&S procedures by investigating their asymptotic behavior, with the goal being providing rigorous analytic bounds and approximations for the procedures' performance, thus gaining insights into their dependence on various parameters and on the relative efficiency of different procedures. The fundamentals of the asymptotic theory of R\&S procedures appear in the book [40]. This work makes more contributions to this theory.

In details, Section 2 applies insights from extreme value theory to specify the asymptotic behavior of linear combinations of maxima. Sections 3 and 4 use these results in order to derive new asymptotic results for well-known R\&S procedures through the IZ approach of Bechhofer [4]. Namely, Section 3 generalizes the result of Robbins and Siegmund [43] who considered the problem of selection from $k$ independent normal homoscedastic populations with known variance by their means. Robbins and Siegmund provided a first order approximation for the minimal sample-size which controls the probability for correct selection ( $P C S$ ) of the single population with highest mean as the total number of populations tends to infinity. This work generalizes their results to the case where the number of selected populations can be determined as a function of the total number of populations, and deriving the asymptotic sample size required to achieve a desired $P C S$ as a function of the number of selected
populations. In addition, we present a new proof for the original result. Section 4 starts by brief review of two well-known two-stage procedures which were proposed respectively by Dudewicz and Dalal [16] and Rinott [42]. Both procedures were designed for the problem of selecting the Gaussian population with the highest mean for independent populations with unknown and possibly different variances. We derive first order approximations for these procedures asymptotic efficiencies, measured in terms of the expected sample size required to achieve a desired $P C S$, as the total number of populations grows to infinity. A corollary of these results is that asymptotically, Rinott's procedure is relatively less efficient than the procedure of Dudewicz and Dalal by a multiplicative factor depending on the initial sample size used in stage one of both procedures. However, our asymptotic analysis motivates a conjecture that the optimal sample size in the first stage of both procedures grows logarithmically in the number of populations, and with this optimal choice the multiplicative factor approaches one and the two procedures may be asymptotically equivalent.

We performed numerical computations in order to highlight and complement our analytic asymptotic results - Matlab code for these computations, including a script reproducing all figures in the paper is available from github.

## 2. Asymptotics of linear combinations of partial maxima

Let $\left\{X_{m} ; m=1,2, \ldots\right\}$ be an infinite sequence of identically independently distributed (i.i.d) continuous random-variables (r.v's) with cumulative distribution function (c.d.f) $F$ such that $F(-\infty)=0$ and $\lim _{x \rightarrow \infty} F(x)=1$. Let $T \in \mathbb{N}$ and for each $k>T$ let $1=: s_{k}^{(0)}<s_{k}^{(1)}<\ldots<s_{k}^{(T-1)}<s_{k}^{(T)}:=k$ be an increasing integer sequence defining a partition of $\{1, . ., k\}$ into $T$ sub-groups. Define the partial maxima of $\left\{X_{m} ; m=1, \ldots, k\right\}$ with respect to this partition by $M_{k}^{(t)}:=\max \left\{X_{j} ; s_{k}^{(t-1)}+1 \leq j \leq s_{k}^{(t)}\right\}, t \in \mathcal{T}:=\{1, \ldots, T\}$. With regard to this sequence of partitions assume that for each $t \in \mathcal{T}$ the difference $\delta_{k}^{(t)}:=s_{k}^{(t)}-s_{k}^{(t-1)}$ converges in the broad sense, i.e. there exist $\delta^{(t)} \in \mathbb{N} \cup\{\infty\}$ such that $\delta_{k}^{(t)} \xrightarrow{k \rightarrow \infty} \delta^{(t)}$. Moreover, let $F$ be max-stable in the sense that it is associated with an extreme value distribution, i.e. there are two sequences of normalizing constants $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ such that:

1. There exists $K \in \mathbb{N}$ such that $a_{k}>0$ for any $k>K$.
2. $\left\{a_{k}\right\}$ is weakly-monotonic.
3. $a_{k}\left(\max _{j=1, \ldots, k} X_{j}-b_{k}\right) \xrightarrow{\mathcal{L}} Y$ where the notation $\xrightarrow{\mathcal{L}}$ denotes convergence in law of r.v's and $Y \sim F_{Y}$ is a continuous r.v, i.e. its c.d.f $F_{Y}$ is characterized by Fisher-Tippet-Gnedenko's theorem.

Considering the deterministic sequence $\left\{\xi_{k} ; k \in \mathbb{N}\right\} \subset \mathbb{R}$ and some vector $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{T}\right) \in \mathbb{R}^{T}$, the goal of this section is to calculate the following
limit:

$$
\begin{equation*}
L:=L\left(\left\{\delta_{k}^{(1)}\right\}, \ldots,\left\{\delta_{k}^{(T)}\right\},\left\{\xi_{k}\right\}, \alpha ; F, F_{Y}\right)=\lim _{k \rightarrow \infty} \mathbb{P}\left(\sum_{t=1}^{T} \alpha_{t} M_{k}^{(t)} \leq \xi_{k}\right) \tag{2.1}
\end{equation*}
$$

To phrase the main results, consider the partition $\mathcal{T}=\mathcal{T}_{1} \cup \mathcal{T}_{2}$ defined by the sets $\mathcal{T}_{2}:=\left\{t \in \mathcal{T} ; \delta^{(t)}=\infty\right\}$ and $\mathcal{T}_{1}:=\mathcal{T} \backslash \mathcal{T}_{2}$. For $t \in \mathcal{T}_{1}$, the limit $\lim _{k \rightarrow \infty} a_{\delta_{k}^{(t)}}=a_{\delta^{(t)}} \in \mathbb{R}_{++}$exists. In addition, since $\left\{a_{k}\right\}$ is positive and weaklymonotonic, the limit $a_{\infty}:=\lim _{k \rightarrow \infty} a_{k} \in[0, \infty]$ exists in the broad sense. With regard to this framework, our main theorems provide sufficient conditions under which $L$ exists and can be calculated:

Theorem 2.1. Let $F$ be a max-stable distribution associated with sequences $\left\{a_{k}\right\},\left\{b_{k}\right\}$ such that $a_{\infty} \in(0, \infty]$. For each $t \in \mathcal{T}_{1}$, let $M_{t}$ be a random variable distributed as the maximum of $\delta^{(t)}$ i.i.d. random variables with c.d.f. F, i.e. $M_{t} \sim F^{\delta^{(t)}}$ and for each $t \in \mathcal{T}_{2}$, let $Y_{t} \sim F_{Y}$ such that $\left\{M_{t} ; t \in \mathcal{T}_{1}\right\} \cup\left\{Y_{t} ; t \in \mathcal{T}_{2}\right\}$ is a set of independent r.v's. Define $V$ as

$$
\begin{equation*}
V:=\sum_{t \in \mathcal{T}_{1}} \alpha_{t} M_{t}+\sum_{t \in \mathcal{T}_{2}} \frac{\alpha_{t}}{a_{\infty}} Y_{t} \tag{2.2}
\end{equation*}
$$

and suppose that the limit

$$
\begin{equation*}
L^{*}:=\lim _{k \rightarrow \infty}\left\{\xi_{k}-\sum_{t \in \mathcal{T}_{2}} \alpha_{t} b_{\delta_{k}^{(t)}}\right\} \tag{2.3}
\end{equation*}
$$

exists in the broad sense, i.e. $L^{*} \in \overline{\mathbb{R}}$. Then:

$$
\begin{equation*}
L=F_{V}\left(L^{*}\right) \tag{2.4}
\end{equation*}
$$

Theorem 2.2. Suppose that $F$ is associated with $\left\{a_{k}\right\},\left\{b_{k}\right\}$ such that $a_{\infty}=0$, there exists an index $t^{*} \in \mathcal{T}_{2}$ such that

$$
\begin{equation*}
\lambda_{t}:=\lim _{k \rightarrow \infty} \frac{a_{\delta_{k}^{\left(t^{*}\right)}}}{a_{\delta_{k}^{(t)}}} \in \mathbb{R}_{+}, \forall t \in \mathcal{T}_{2} \tag{2.5}
\end{equation*}
$$

$V$ is given by

$$
\begin{equation*}
V:=\sum_{t \in \mathcal{T}_{2}} \alpha_{t} \lambda_{t} Y_{t} \quad \text { s.t. } \quad Y_{t} \stackrel{i . i . d .}{\sim} F_{Y}, t \in \mathcal{T}_{2} \tag{2.6}
\end{equation*}
$$

and the limit

$$
\begin{equation*}
L^{* *}:=\lim _{k \rightarrow \infty} a_{k}\left(\xi_{k}-\sum_{t \in \mathcal{T}_{2}} \alpha_{t} b_{\delta_{k}^{(t)}}\right) \tag{2.7}
\end{equation*}
$$

exists in the broad sense, i.e. $L^{* *} \in \overline{\mathbb{R}}$. Then:

$$
\begin{equation*}
L=F_{V}\left(L^{* *}\right) \tag{2.8}
\end{equation*}
$$

### 2.1. Proofs

The proofs of Theorems 2.1 and 2.2 are based on the following two lemmata on convergence in law:
Lemma 1. If $V$ is a finite r.v and $V_{1}, V_{2} \ldots$ are r.v's such that

1. $V_{k} \xrightarrow{\mathcal{L}} V$.
2. $F_{V}$ is continuous on $\mathcal{C} \subseteq \mathbb{R}$.
3. $\left\{x_{k} ; k \in \mathbb{N}\right\}$ is a deterministic sequence such that $x_{k} \rightarrow \bar{x}$ where $\bar{x} \in$ $\mathcal{C} \cup\{-\infty, \infty\}$.

Then $F_{V_{k}}\left(x_{k}\right) \underset{k \rightarrow \infty}{\longrightarrow} F_{V}(\bar{x})$.
Lemma 2. Let $s \in \mathbb{N}$. If $\forall k \in \mathbb{N}, Z_{k}^{(1)}, \ldots, Z_{k}^{(s)}$ are independent r.v's such that $Z_{k}^{(i)} \xrightarrow[k \rightarrow \infty]{\mathcal{L}} Z_{i}, \forall i=1, \ldots, s$, then

$$
\begin{equation*}
Z_{k}^{(1)}+\ldots+Z_{k}^{(s)} \xrightarrow[k \rightarrow \infty]{\mathcal{L}} Z_{1}+\ldots+Z_{s} \tag{2.9}
\end{equation*}
$$

where $Z_{1}, \ldots, Z_{s}$ are independent r.v's.
Lemma 1 is a known result about convergence in law. More details are provided in [6]. Lemma 2 is obtained by a straightforward application of the multivariate continuous mapping theorem for the vector $\left(Z_{k}^{(1)}, \ldots, Z_{k}^{(s)}\right)$, noticing that due to independence we have $\left(Z_{k}^{(1)}, \ldots, Z_{k}^{(s)}\right) \xrightarrow{\mathcal{L}}\left(Z_{1}, \ldots, Z_{s}\right)$.

## Proof. (Theorem 2.1)

Assume first that $\frac{\alpha_{t}}{a_{\infty}} \neq 0, \forall t \in \mathcal{T}$ and express the limit $L$ as follows:

$$
\begin{align*}
L & =\lim _{k \rightarrow \infty} \mathbb{P}\left(\sum_{t=1}^{T} \alpha_{t} M_{k}^{(t)} \leq \xi_{k}\right) \\
& =\lim _{k \rightarrow \infty} \mathbb{P}\left(\sum_{t \in \mathcal{T}_{1}} \alpha_{t} M_{k}^{(t)}+\sum_{t \in \mathcal{T}_{2}} \alpha_{t} M_{k}^{(t)} \leq \xi_{k}\right) \\
& =\lim _{k \rightarrow \infty} \mathbb{P}\left(\sum_{t \in \mathcal{T}_{1}} \alpha_{t} M_{k}^{(t)}+\sum_{t \in \mathcal{T}_{2}} \frac{\alpha_{t}}{a_{\delta_{k}^{(t)}}} a_{\delta_{k}^{(t)}}\left(M_{k}^{(t)}-b_{\delta_{k}^{(t)}}\right) \leq \xi_{k}-\sum_{t \in \mathcal{T}_{2}} \alpha_{t} b_{\delta_{k}^{(t)}}\right) . \tag{2.10}
\end{align*}
$$

For any $t \in \mathcal{T}_{2}$, known properties of convergence in law imply that

$$
\begin{equation*}
\frac{\alpha_{t}}{a_{\delta_{k}^{(t)}}} a_{\delta_{k}^{(t)}}\left(M_{k}^{(t)}-b_{\delta_{k}^{(t)}}\right) \xrightarrow{\mathcal{L}} \frac{\alpha_{t}}{a_{\infty}} Y_{t} \tag{2.11}
\end{equation*}
$$

In addition, $\forall t \in \mathcal{T}_{1}, \alpha_{t} M_{k}^{(t)} \xrightarrow{\text { pointwise }} \alpha_{t} M_{t}$ and hence $\alpha_{t} M_{k}^{(t)} \xrightarrow{\mathcal{L}} \alpha_{t} M_{t}$. For any $k \in \mathbb{N}$, the random variables $M_{k}^{(1)}, \ldots, M_{k}^{(T)}$ are determined by disjoint
subgroups of i.i.d sequence of r.v's and consequently $\forall k \in \mathbb{N}, M_{k}^{(1)}, \ldots, M_{k}^{(T)}$ are independent r.v's. Therefore, Lemma 2 implies that

$$
\begin{equation*}
\sum_{t \in \mathcal{T}_{1}} \alpha_{t} M_{k}^{(t)}+\sum_{t \in \mathcal{T}_{2}} \frac{\alpha_{t}}{a_{\delta_{k}^{(t)}}} a_{\delta_{k}^{(t)}}\left(M_{k}^{(t)}-b_{\delta_{k}^{(t)}}\right) \xrightarrow{\mathcal{L}} \sum_{t \in \mathcal{T}_{1}} \alpha_{t} M_{t}+\sum_{t \in \mathcal{T}_{2}} \frac{\alpha_{t}}{a_{\infty}} Y_{t}=V \tag{2.12}
\end{equation*}
$$

where $\left\{M_{t} ; t \in \mathcal{T}_{1}\right\} \cup\left\{Y_{t} ; t \in \mathcal{T}_{2}\right\}$ is a set of independent r.v's.
At this stage, assume that $\exists t^{\prime} \in \mathcal{T}_{2}$ for which $\frac{\alpha_{t^{\prime}}}{a_{\infty}}=0$. The LHS of eq. (2.12) can be represented as the sum of two finite sums $\mathcal{S}_{1}+\mathcal{S}_{2}$, where $\mathcal{S}_{1}$ includes all summands that converge in law to zero and $\mathcal{S}_{2}$ includes all other summands. Recalling that convergence in law to a constant implies convergence in probability, then each of the summands in $\mathcal{S}_{1}$ converges in probability to zero, and since the number of summands is finite, $\mathcal{S}_{1} \xrightarrow{\mathbb{P}} 0$. Similarly, by the arguments used under the simplifying assumption that $\frac{\alpha_{t}}{a_{\infty}} \neq 0, \forall t \in \mathcal{T}_{2}, \mathcal{S}_{2} \xrightarrow{\mathcal{L}} V$. Therefore, by Slutsky's Lemma (see Chapter 6 in [18]), the total sum converges in law to $V$. The distribution of $Y$ is characterized by Fisher-Tippet-Gnedenko's Theorem hence $Y$ is a continuous r.v. In addition, $M_{t}$ is distributed like a maximum of a finite number of i.i.d continuous r.v's, and is a continuous r.v. Therefore, deduce that $V$ is a finite sum of independent continuous r.v's and hence it is a continuous r.v. Finally, since $L^{*}$ exists in the broad sense, the needed result follows directly from Lemma 1.
Proof. (Theorem 2.2) In the spirit of the proof of Theorem 2.1, it is enough to prove the theorem under the simplifying assumption $\alpha_{t} \lambda_{t} \neq 0, \forall t \in \mathcal{T}_{2}$. Under this assumption, the limit $L$ can be expressed as follows:

$$
\begin{align*}
L & =\lim _{k \rightarrow \infty} \mathbb{P}\left(\sum_{t=1}^{T} \alpha_{t} M_{k}^{(t)} \leq \xi_{k}\right) \\
& =\mathbb{P}\left(\sum_{t \in \mathcal{T}_{1}} \alpha_{t} M_{k}^{(t)}+\sum_{t \in \mathcal{T}_{2}} \alpha_{t} M_{k}^{(t)} \leq \xi_{k}\right) \\
& =\lim _{k \rightarrow \infty} \mathbb{P}\left(\sum_{t \in \mathcal{T}_{1}} \alpha_{t} a_{\delta_{k}^{t^{*}}} M_{k}^{(t)}+\sum_{t \in \mathcal{T}_{2}} \alpha_{t} \frac{a_{\delta_{k}^{t^{*}}}}{a_{\delta_{k}^{(t)}}} a_{\delta_{k}^{(t)}}\left(M_{k}^{(t)}-b_{\delta_{k}^{(t)}}\right)\right. \\
& \left.\leq a_{\delta_{k}^{t^{*}}}\left(\xi_{k}-\sum_{t \in \mathcal{T}_{2}} \alpha_{t} b_{\delta_{k}^{(t)}}\right)\right) . \tag{2.13}
\end{align*}
$$

By similar arguments as in the proof of Theorem 2.1,

1. $\alpha_{t} a_{\delta_{k}^{t^{*}}} M_{k}^{(t)} \xrightarrow{\mathcal{L}} 0, \forall t \in \mathcal{T}_{1}$.
2. $\alpha_{t} \frac{a_{\delta_{k}^{t^{*}}}^{a_{\delta_{k}^{(t)}}}}{\delta_{k}^{(t)}}\left(M_{k}^{(t)}-b_{\delta_{k}^{(t)}}\right) \xrightarrow{\mathcal{L}} \alpha_{t} \lambda_{t} Y_{t}, \forall t \in \mathcal{T}_{2}$.
3. For any $k \in \mathbb{N}, M_{k}^{(1)}, \ldots, M_{k}^{(T)}$ are independent r.v's.

Since all the preconditions of Lemma 2 are satisfied, deduce that

$$
\begin{equation*}
\sum_{t \in \mathcal{T}_{2}} \alpha_{t} \frac{a_{\delta_{k}^{t^{*}}}}{a_{\delta_{k}^{(t)}}} a_{\delta_{k}^{(t)}}\left(M_{k}^{(t)}-b_{\delta_{k}^{(t)}}\right) \xrightarrow{\mathcal{L}} \sum_{t \in \mathcal{T}_{2}} \alpha_{t} \lambda_{t} Y_{t}=V \tag{2.14}
\end{equation*}
$$

where $\left\{Y_{t} ; t \in \mathcal{T}_{1}\right\}$ are independent r.v's. On the other hand, because convergence in law to a constant implies convergence in probability,

$$
\begin{equation*}
\sum_{t \in \mathcal{T}_{1}} \alpha_{t} a_{\delta_{k}^{t^{*}}} M_{k}^{(t)} \xrightarrow{\mathbb{P}} 0 \tag{2.15}
\end{equation*}
$$

Thus, Slutsky's Lemma can be applied to obtain the following limit:

$$
\begin{equation*}
\sum_{t \in \mathcal{T}_{1}} \alpha_{t} a_{\delta_{k}^{t^{*}}} M_{k}^{(t)}+\sum_{t \in \mathcal{T}_{2}} \alpha_{t} \frac{a_{\delta_{k}^{t^{*}}}}{a_{\delta_{k}^{(t)}}} a_{\delta_{k}^{(t)}}\left(M_{k}^{(t)}-b_{\delta_{k}^{(t)}}\right) \xrightarrow{\mathcal{L}} 0+V=V \tag{2.16}
\end{equation*}
$$

Fisher-Tippet-Gnedenko's Theorem implies that $\left\{Y_{t} ; t \in \mathcal{T}_{1}\right\}$ are continuous r.v's. Therefore, $V$ is a finite sum of finite continuous independent r.v's, so it is also a finite continuous r.v. Finally, since $L^{*}$ exists in the broad sense, Lemma 1 implies the needed result.

## 3. Generalized Robbins-Siegmund result

This Section demonstrates an application of Theorem 2.1 to the problem of selection from homoscedastic independent Gaussian populations with known variance by their means. Subsection 3.1 depicts the relevant statistical model. Subsection 3.2 includes a short review of the original result [43] as well as our generalization of this result to the case of selecting more than one population.

### 3.1. Statistical framework

Let $X_{i j} \sim N\left(\theta_{i}, \sigma^{2}\right) ; i=1, \ldots, k, j=1, \ldots, N$ be independent univariate Gaussian r.v's with known variance $\sigma^{2}>0$ and unknown means $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in$ $\mathbb{R}^{k}$. The task is to find the $1 \leq s \leq\left\lfloor\frac{k}{2}\right\rfloor$ populations with the largest means. An intuitive procedure for this purpose is to compute the empirical means $\bar{X}_{i}:=\frac{1}{N} \sum_{j=1}^{N} X_{i j}, \forall i=1, \ldots, k$ and select the $s$ populations associated with the highest values. This procedure can be justified theoretically as explained in Chapter 3 of [30]. Our goal is to find the minimal $N$ which ensures correct selection of all of the required $s$ populations with probability of at least $p \in(0,1)$ for this procedure.

It is not possible to control the probability of correct selection (denoted by $\mathbb{P}(C S)$ ) without further assumptions. To see this, take populations with equal means, $\theta_{\gamma}:=\gamma \cdot \mathbf{1}_{k} ; \gamma \in \mathbb{R}$. There is no way to distinguish between the populations by sampling from them and the $\mathbb{P}(C S)$ is not sensitive to $N$. In order to allow the user to distinguish between populations, the indifference-zone approach of Bechhofer [4] is adopted, i.e. the parameter-space is restricted in the following way

$$
\begin{equation*}
\theta \in \Theta(\Delta, k):=\left\{\tilde{\theta} \in \mathbb{R}^{k} ; \tilde{\theta}_{[k-s+1]}-\tilde{\theta}_{[k-s]} \geq \Delta\right\} \tag{3.1}
\end{equation*}
$$

where $\tilde{\theta}_{[1]} \leq \ldots \leq \tilde{\theta}_{[k]}$ are the ordered means and $\Delta>0$ is a known parameter indicating the minimal difference in mean between the top $s$ and bottom
$k-s$ populations. $\Delta$ can also be interpreted as the indifference level of the experimenter, i.e. if the absolute value of the difference between the means of two different population is less than $\Delta$, the experimenter will consider them as equivalent populations. Since $\left(\bar{X}_{1}, \ldots, \bar{X}_{k}\right)$ is a consistent estimator for any $\theta \in \Theta(\Delta, k)$, the probability of correct selection tends to 1 as $N \rightarrow \infty$, regardless of the true parametrization. Thus, the minimal sample size which ensures correct selection with probability $p$ is well-defined.

### 3.2. Asymptotic sample-size

Fix $\Delta>0$ and denote by $N_{k, s}^{*}(p)$ the minimal $N \in \mathbb{N}$ for which the probability of correct selection is above $p$. For simplicity, we follow [30] and ignore the rounding error, i.e. $N_{k, s}^{*}(p)$ is defined as the solution of the following equation

$$
\begin{equation*}
\mathbb{P}\left(C S_{k, N_{k, s}^{*}}^{s} ; \Delta, \theta^{*}\right)=p \tag{3.2}
\end{equation*}
$$

where $C S_{k, N}^{s}$ is the event of making correct selection of the $s$ out of $k$ populations with the highest means based on $N$ samples from each population. In addition, $\theta^{*}$ is some least favorable configuration ( $L F C$ ), i.e. it is a parametrization which satisfies

$$
\begin{equation*}
\mathbb{P}\left(C S_{k, N_{k, s}}^{s} ; \Delta, \theta^{*}\right)=\inf _{\tilde{\theta} \in \Theta(\Delta, k)} \mathbb{P}\left(C S_{k, N_{k, s}}^{s} ; \Delta, \tilde{\theta}\right) \tag{3.3}
\end{equation*}
$$

With regard to this model, it was shown in [43] that for $s=1$ and $k \rightarrow \infty$, $N_{k, s=1}^{*}(p) \sim \frac{2 \sigma^{2}}{\Delta^{2}} \ln (k-1)$ regardless of the value of $p \in(0,1)$. The asymptotic notation $\sim$ is interpreted in its classical terminology, i.e. for any two sequences $a_{k} \sim b_{k}$ if and only if $\frac{a_{k}}{b_{k}} \xrightarrow{k \rightarrow \infty} 1$.

We study the more general settings where the inequality $1 \leq s:=s_{k}<k-s_{k}$ holds asymptotically and both limits $s_{k} \rightarrow \bar{s} \in \mathbb{N} \cup\{\infty\}$ and $\frac{\ln \left(s_{k}\right)}{\ln \left(k-s_{k}\right)} \rightarrow C \in$ $[0,1]$ exist (e.g. $s_{k} \equiv \bar{s} \in \mathbb{N}, s_{k}:=\ln (k)$ and $s_{k}:=\psi k^{\beta} ; 0<\psi, 0<\beta \leq 1$ with $\psi<\frac{1}{2}$ for $\beta=1$ ). To simplify notation, let $N_{k}^{*}(p):=N_{s_{k}, k}^{*}(p)$ when $s_{k}$ is understood from context. Theorem 3.1 shows that for each combination of $p \in(0,1)$ and $k \gg 1, N_{k}^{*}(p)$ is well defined and gives the asymptotics of $N_{k}^{*}(p)$ as $k \rightarrow \infty$, showing that the first order does not depend on $p$. Observe that in the following statement we can replace $\ln \left(k-s_{k}\right)$ by $\ln (k)$ in the asymptotic expression $\tilde{N}_{k}^{*}$ because the assumption that asymptotically $1 \leq s_{k} \leq \frac{k}{2}$ implies $\ln \left(k-s_{k}\right) \sim \ln (k)$.

Theorem 3.1. Let $s_{k}$ be a sequence such that: (i) $\forall k \in \mathbb{N}, 1 \leq s_{k} \leq k-s_{k}$. (ii) $s_{k} \rightarrow \bar{s} \in \mathbb{N} \cup\{\infty\}$, and (iii) $\frac{\ln \left(s_{k}\right)}{\ln \left(k-s_{k}\right)} \rightarrow C \in[0,1]$. Then, $\forall p \in(0,1)$ the following statements hold:

1. There exists $K_{p} \in \mathbb{N}$ such that $N_{k}^{*}(p)$ exists for any $k>K_{p}$.
2. $N_{k}^{*}(p) \sim \tilde{N}_{k}^{*}:=\frac{2 \sigma^{2}(1+\sqrt{C})^{2}}{\Delta^{2}} \ln \left(k-s_{k}\right)$ as $k \rightarrow \infty$.

Proof. 1. Recall the definition of $\Theta(\Delta, k)$ and the fact that the $X_{i j}$ 's are Gaussians with equal variances. Under these assumptions, the collection of all of the least favorable configurations is given by:

$$
\begin{equation*}
\Theta^{*}(\Delta, k):=\left\{\theta^{c} \in \mathbb{R}^{k} ; \theta_{[i]}^{c}=c+\Delta \cdot \mathbf{1}_{\left\{i>k-s_{k}\right\}} ; c \in \mathbb{R}\right\} . \tag{3.4}
\end{equation*}
$$

where $\mathbf{1}_{A}$ denotes the standard indicator function returning 1 for any input $x \in A$ and 0 otherwise. Consequently, w.l.o.g. set $c=0, Z=$ $\left(Z_{1}, \ldots, Z_{k}\right) \sim N_{k}(0, I)$ and define the function

$$
\begin{align*}
f(n, k) & :=\inf _{\tilde{\theta} \in \Theta(\Delta, k)} \mathbb{P}\left(C S_{k, n}^{s_{k}} ; \Delta, \tilde{\theta}\right)=P\left(C S_{k, n}^{s_{k}} ; \theta^{0}\right) \\
& =\mathbb{P}\left(\bar{X}_{i}<\bar{X}_{j}, \forall 1 \leq i \leq k-s_{k}<j \leq k\right) \\
& =\mathbb{P}\left(\max _{i=1, \ldots, k-s_{k}} \bar{X}_{i} \leq \min _{j=k-s_{k}+1, \ldots, k} \bar{X}_{j}\right) \\
& =\mathbb{P}\left(\frac{\sigma}{\sqrt{n}} \max _{i=1, \ldots, k-s_{k}+1} Z_{i} \leq \frac{\sigma}{\sqrt{n}} \min _{j=k-s_{k}+1, \ldots, k} Z_{j}+\Delta\right) \tag{3.5}
\end{align*}
$$

Denote the partial maxima by $M_{k}^{(1)}:=\max _{i=1, \ldots, k-s_{k}} Z_{i} ; M_{k}^{(2)}:=$ $\max _{i=k-s_{k}+1, \ldots, k} Z_{i}$. Since the univariate centered Gaussian is symmetric around zero, it is possible to express $f(n, k)$ in terms of a linear combination of $M_{k}^{(1)}$ and $M_{k}^{(2)}$. Since $M_{k}^{(1)}, M_{k}^{(2)}$ are random variables determined by disjoint subsets of $Z_{1}, \ldots, Z_{k}$, they are independent. Therefore, $f(n, k)$ can be expressed by the following convolution in terms of the p.d.f $\phi(\cdot)$ and c.d.f $\Phi(\cdot)$ of the standard Gaussian distribution,

$$
\begin{align*}
f(n, k) & =\mathbb{P}\left[M_{k}^{(2)}+M_{k}^{(1)} \leq \frac{\Delta \sqrt{n}}{\sigma}\right] \\
& =\int_{-\infty}^{\infty} \Phi^{k-s_{k}}\left(\frac{\Delta \sqrt{n}}{\sigma}-t\right) s_{k} \Phi^{s_{k}-1}(t) \phi(t) d t \tag{3.6}
\end{align*}
$$

Using this representation of $f(n, k)$ as a continuous c.d.f. for fixed $k$, we observe that:
(a) $f(\infty, k):=\lim _{n \rightarrow \infty} f(n, k)=1, \forall k \in \mathbb{N}$.
(b) For fixed $k$ and $f_{k}(n):=f(n, k)$ is continuous function in $n$ on $(0, \infty)$.
(c) As mentioned in [38], page 20, Example 1.7.1, the normalizing sequences of the maximum of standard Gaussian r.v's are given by:

$$
\begin{align*}
& a_{k}=\sqrt{2 \ln (k)}, \quad \forall k \in \mathbb{N} \\
& b_{k}=\sqrt{2 \ln (k)}-\frac{\ln \ln (k)-\ln (4 \pi)}{2 \sqrt{2 \ln (k)}}, \quad \forall k \in \mathbb{N} . \tag{3.7}
\end{align*}
$$

Thus, since the univariate Gaussian is a continuous r.v and $a_{k} \rightarrow \infty$, $\lim _{k \rightarrow \infty} f(1, k)$ can be phrased in the form described by Theorem 2.1:
set $\alpha=(1,1), \xi_{k} \equiv \frac{\Delta}{\sigma}$ and define $V$ according to the description of Theorem 2.1. Observe the following limit

$$
\begin{equation*}
L^{*}=\lim _{k \rightarrow \infty}\left\{\frac{\Delta}{\sigma}-b_{k-s_{k}}-b_{s_{k}}\right\}=-\infty \tag{3.8}
\end{equation*}
$$

i.e. Theorem 2.1 implies $\lim _{k \rightarrow \infty} f(1, k)=0$.

To end the proof of the first statement, fix $p \in(0,1)$. By Observation (c), $\exists K_{p} \in \mathbb{N}$ such that $f_{k}(1)=f(1, k)<p, \forall k>K_{p}$. Let $k>K_{p}$. According to Observation (a), there is $\bar{n}>1$ such that $f_{k}(\bar{n})>p$. Since Observation (b) states that $f_{k}$ is continuous on $[1, \bar{n}] \subset(0, \infty)$, by the intermediatevalue theorem $\exists n^{*}>1$ with $f\left(n^{*}, k\right)=p$. Thus, $\forall k>K_{p}$ there exists a solution for the equation $f_{k}(n)=p$, i.e. $\left\{N_{k}^{*} ; k>K_{p}\right\}$ is well defined.
2. We prove the statement for two separate cases: (1.) $s_{k} \rightarrow \infty$, and (2.) $s_{k} \rightarrow \bar{s} \in \mathbb{N}$. In the proof of both cases define the function $v(\cdot)$ as follows:

$$
\begin{equation*}
v(r):=\frac{\ln \ln (r)-\ln (4 \pi)}{2 \sqrt{2 \ln (r)}}, \forall r>0 \tag{3.9}
\end{equation*}
$$

Case 1: For any $\tau \in(0,1)$ define the following sequences:
$N_{k}^{ \pm}(\tau):=\frac{\sigma^{2}}{\Delta^{2}}\left[\sqrt{(1 \pm \tau) 2 \ln \left(k-s_{k}\right)}-v\left(k-s_{k}\right)+\sqrt{(1 \pm \tau) 2 \ln \left(s_{k}\right)}-v\left(s_{k}\right)\right]^{2}$.
Recalling the normalizing sequences used in the proof of Statement 1, basic limit arithmetics lead to the following limits:

$$
\begin{equation*}
L^{*}\left(N_{k}^{ \pm}(\tau)\right):=\lim _{k \rightarrow \infty}\left\{\frac{\Delta \sqrt{N_{k}^{ \pm}(\tau)}}{\sigma}-b_{k-s_{k}}-b_{s_{k}}\right\}= \pm \infty \tag{3.11}
\end{equation*}
$$

As mentioned in the proof of Statement 1, all the preconditions of Theorem 2.1 are satisfied. Therefore, Theorem 2.1 implies the next two limits for $f(n, k)$ :

$$
\begin{align*}
& \lim _{k \rightarrow \infty} f\left(N_{k}^{-}(\tau), k\right)=0 \\
& \lim _{k \rightarrow \infty} f\left(N_{k}^{+}(\tau), k\right)=1 \tag{3.12}
\end{align*}
$$

In addition, by definition, $\forall k>K_{p}, N_{k}^{*}$ satisfies $f\left(N_{k}^{*}, k\right)=p \in(0,1)$. Hence, $\exists K_{\tau}^{1} \geq K_{p}$ such that

$$
\begin{equation*}
f\left(N_{k}^{-}(\tau), k\right)<f\left(N_{k}^{*}, k\right)<f\left(N_{k}^{+}(\tau), k\right) \quad, \quad \forall k>K_{\tau}^{1} \tag{3.13}
\end{equation*}
$$

Now, since $f(n, k)$ is nondecreasing in $n$,

$$
\begin{equation*}
N_{k}^{-}(\tau) \leq N_{k}^{*} \leq N_{k}^{+}(\tau), \quad \forall k>K_{\tau}^{1} \tag{3.14}
\end{equation*}
$$

Recalling the exact expressions of $N_{k}^{ \pm}(\tau)$, then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{N_{k}^{ \pm}(\tau)}{\frac{2 \sigma^{2}(1+\sqrt{C})^{2}}{\Delta^{2}} \ln \left(k-s_{k}\right)}=1 \pm \tau \tag{3.15}
\end{equation*}
$$

Fix $\epsilon>0$. Since $k-s_{k}>s_{k} \rightarrow \infty$, the denominator of the two limits in eq. (3.15) is positive for any large enough $k$. Therefore, eq. (3.14) implies that $\exists K_{\tau}^{2} \geq K_{\tau}^{1}$ such that

$$
\begin{equation*}
1-\tau-\frac{\epsilon}{2} \leq \frac{N_{k}^{*}}{\frac{2 \sigma^{2}(1+\sqrt{C})^{2}}{\Delta^{2}} \ln \left(k-s_{k}\right)} \leq 1+\tau+\frac{\epsilon}{2} \quad, \quad \forall k>K_{\tau}^{2} \tag{3.16}
\end{equation*}
$$

Thus, by rearranging this inequality and setting $\tau_{\epsilon}=\min \left\{\frac{\epsilon}{4}, \frac{1}{2}\right\} \in(0,1)$, $\exists K_{\epsilon}:=K_{\tau_{\epsilon}}^{2}$ such that

$$
\begin{equation*}
\left|\frac{N_{k}^{*}}{\frac{2 \Delta^{2}(1+\sqrt{C})^{2}}{\sigma^{2}} \ln \left(k-s_{k}\right)}-1\right| \leq \min \left\{\frac{3 \epsilon}{4}, \frac{1}{2}+\frac{\epsilon}{2}\right\}<\epsilon \quad, \quad \forall k>K_{\epsilon} \tag{3.17}
\end{equation*}
$$

which ends the proof of this case.
Case 2: The sequence of naturals $\left\{s_{k} ; k \in \mathbb{N}\right\}$ satisfies $s_{k} \rightarrow \bar{s} \in \mathbb{N}$ hence $s_{k}=\bar{s} \in \mathbb{N}$ up to some finite prefix. Therefore, since this claim is about the asymptotic behavior of $\left\{N_{k}^{*} ; k \in \mathbb{N}\right\}$ as $k \rightarrow \infty$, define the following sequences

$$
\begin{equation*}
N_{k}^{ \pm}(\tau):=\frac{\sigma^{2}}{\Delta^{2}}[\sqrt{(1 \pm \tau) 2 \ln (k-\bar{s})}-v(k-\bar{s})]^{2} \tag{3.18}
\end{equation*}
$$

and observe that the following limits exist:

$$
\begin{equation*}
L^{*}\left(N_{k}^{ \pm}(\tau)\right):=\lim _{k \rightarrow \infty}\left\{\frac{\Delta \sqrt{N_{k}^{ \pm}(\tau)}}{\sigma}-b_{k-\bar{s}}\right\}= \pm \infty \tag{3.19}
\end{equation*}
$$

Therefore, Case 2 is proven using exactly the same arguments used previously for Case 1.

### 3.3. Numerical results

We next tested the accuracy of the asymptotic result in Theorem 3.1 for finite $k$. To this end, we solved numerically eq. (3.2) to get the values of $N_{k}^{*}(p)$, and compared it to the asymptotic approximation $\tilde{N}_{k}^{*}$. Figure 1 shows the approximation quality for different values of $p$, with specific values displayed in Table 1. The results confirm our analytic asymptotic predictions, yet the rate at which the numerical results approach the asymptotic limit depends on $p$ and the size $s_{k}$ of the selected set.

## 4. Two-stage procedures

This Section revisits two well-known two-stage procedures which were suggested respectively in [16] and by [42]. Both procedures were developed for the problem of selecting the population with the largest mean from $k+1$ independent Gaussian populations with unknown and possibly different variances. Sections


FIG 1. Asymptotic approximation of $N_{k}^{*}(p)$ for $\Delta=\sigma^{2}=1$ and for the LFC $\theta_{[i]}:=$ $\Delta 1_{\left\{i>k-s_{k}\right\}} \cdot$ (a.) The asymptotic approximation $\tilde{N}_{k}^{*}$ (dashed lines) and the exact sample size $N_{k}^{*}(0.95)$ (solid lines) vs. $k$ (on log-scale) for $s_{k} \propto k^{\alpha}$ for different values of $\alpha$. For all choices of $s_{k}$, the slopes of the $\tilde{N}_{k}^{*}$ lines, $2(1+\sqrt{\alpha})^{2}$, match the observed slope for true sample size $N_{k}^{*}(0.95)$, indicating that their ratio approaches 1 as $k \rightarrow \infty$ (b.) The relative error of the asymptotic approximation $\tilde{N}_{k}^{*}$ vs. the true sample size $N_{k}^{*}(p)$ for $s_{k}=\frac{1}{2} k^{\frac{1}{2}}$ for different values of $p$. While for small $k$ the probability of correct selection $p$ greatly affects the sample size, as $k \rightarrow \infty$ the sample size $N_{k}^{*}(p)$ becomes insensitive to $p$, and the asymptotic approximation $\tilde{N}_{k}^{*}$ gives the correct first order behavior for any fixed $p \in(0,1)$.

| $k \backslash p$ | 0.5 | 0.9 | 0.95 | 0.99 |
| :---: | :---: | :---: | :---: | :---: |
| 10 | 2.487 | 0.219 | -0.030 | -0.336 |
| 100 | 1.055 | 0.219 | 0.064 | -0.167 |
| 1000 | 0.637 | 0.175 | 0.069 | -0.105 |
| 10000 | 0.461 | 0.149 | 0.069 | -0.071 |
| 100000 | 0.367 | 0.132 | 0.067 | -0.049 |
| 1000000 | 0.305 | 0.118 | 0.064 | -0.035 |
| 10000000 | 0.261 | 0.107 | 0.061 | -0.025 |
| TABLE $^{*} 1$ |  |  |  |  |
| $\tilde{N}_{k}^{*}-N_{k}^{*}(p)$ |  |  |  |  |

Relative error of asymptotic approximation $\frac{\tilde{N}_{k}^{*}-N_{k}^{*}(p)}{N_{k}^{*}(p)}$ for specific values in Figure $1 . b$
4.1-4.3 introduce the statistical settings and the two procedures. In Section 4.4 we use Theorem 2.2 to analyze their asymptotic statistical efficiency as $k \rightarrow \infty$. Since both procedures draw a random number of samples, statistical efficiency is measured in terms of expected sample-size. Our major conclusion states that as $k \rightarrow \infty$, the procedure in [16] is relatively more efficient by a factor of $2^{\frac{2}{N_{0}-1}}$, where $N_{0}$ is the sample size used by both procedures in the first stage.

### 4.1. Statistical framework

Let $X_{i j} \sim N\left(\theta_{j}, \sigma_{j}^{2}\right) ; i=1, \ldots, k+1, j \in \mathbb{N}$ be independent univariate Gaussian r.v's from the population $\Pi_{i}$ with unknown means $\theta_{i}$ and variances $\sigma_{i}^{2}$. Denote
the ordered means by $\theta_{[1]} \leq \ldots \leq \theta_{[k+1]}$. The goal is to select the best population, namely the population whose mean is $\theta_{[k+1]}$. The settings here is similar to that of Section 3, except that the variances are unknown and may be different. We consider general selection procedures, namely multi-stage procedures which sequentially draw samples from the populations where the number of samples drawn from each population at any stage may depend on the sampling results of previous stages.

In Section 3 we analyzed a single-stage procedure. Considering the known indifference parameter $\Delta>0$ and the restricted parameter-space (see eq. (3.1)) $\Theta(\Delta, k+1):=\left\{\left(\theta_{1}, \ldots, \theta_{k+1}\right) ; \theta_{[k+1]}-\theta_{[k]} \geq \Delta\right\}$, it was proven in [15] that no single-stage procedure controls the probability of correct selection above a prescribed value $p \in(0,1)$ for any parametrization $\left(\theta_{1}, \ldots, \theta_{k+1}\right) \in \Theta(\Delta, k+$ 1), $\left(\sigma_{1}^{2}, \ldots, \sigma_{k+1}^{2}\right) \in \mathbb{R}_{++}^{k+1}$.

Consequentially, [16, 42] provided two versions of two-stage procedures and have shown that they are guaranteed to control $\mathbb{P}(C S)$ above a prescribed value $p \in(0,1)$. We focus here on these two-stage procedures and describe them in details in the next subsections.

### 4.2. Dudewicz and Dalal's procedure

Dudewicz and Dalal [16] suggested a two-stage procedure $P_{E}$ which generalizes the approach of Stein [45], and described in Algorithm 1.

Stage Two of Algorithm 1 requires calculating the numbers $\left\{a_{i j}\right\}$ and $h_{k}^{(1)}$. As mentioned in [16] a set of numbers $\left\{a_{i j}\right\}$ almost surely exists and is easy to compute. The constant $h_{k}^{(1)}$ is chosen to guarantee a desired probability of correct selection $p$. This probability is bounded from below by the following integral

$$
\begin{equation*}
\mathbb{P}\left(C S \mid P_{E}\right) \geq \int_{-\infty}^{\infty} G_{\nu}^{k}\left(t+h_{k}^{(1)}\right) g_{\nu}(t) d t \tag{4.3}
\end{equation*}
$$

where $G_{\nu}$ and $g_{\nu}$ are the c.d.f. and p.d.f. of Student's $t$-distribution with $\nu=$ $N_{0}-1$ degrees of freedom (d.f's). Therefore, in order to ensure that the probability of correct selection remains above $p \in(0,1), h_{k}^{(1)}:=h_{k}^{(1)}(\nu)$ is determined as the solution of the following equation in $h$ :

$$
\begin{equation*}
f_{1}(h, k):=\int_{-\infty}^{\infty} G_{\nu}^{k}(t+h) g_{\nu}(t) d t=p \tag{4.4}
\end{equation*}
$$

Although $h_{k}^{(1)}(\nu)$ depends on the initial sample size $N_{0}=\nu+1$, we usually omit $\nu$ and use the notation $h_{k}^{(1)}$ since $\nu$ is pre-defined and obvious from context. The next lemma ensures the validity of the asymptotic results in Subsection 4.4.

Lemma 3. There exists $K>0$ such that $\forall k>K$ eq. (4.4) has a unique positive solution.

Proof. $G_{\nu}$ is strictly increasing hence $f_{1}(h, k)$ is strictly increasing in $h, \forall k \in \mathbb{N}$. Since $G_{\nu}$ is bounded and satisfies $G(-\infty)=0, G_{\nu}(\infty)=1$, by the bounded

```
Algorithm 1 Dudewicz and Dalal 's Two-Stage Procedure \(P_{E}\)
Input: \(\Delta\) - indifference parameter, \(N_{0} \geq 2\) - initial sample size, \(p\) - desired \(\mathbb{P}(C S)\)
Output: \(\hat{i}\) - selected population
Stage One:
    1. Draw \(N_{0}\) observations from each population \(\Pi_{i} ; i=1, \ldots, k+1\)
    2. Compute the casual unbiased estimate \(S_{i}^{2}\) for \(\sigma_{i}^{2}\) from the initial sample taken for
        each \(\Pi_{i}\)
```

Stage Two:
1. For each $i=1, \ldots, k+1$ draw $N_{i}-N_{0}$ more samples from $\Pi_{i}$, where $N_{i}$ is given by

$$
\begin{equation*}
N_{i}=\max \left\{N_{0}+1,\left\lceil\left(\frac{h_{k}^{(1)}}{\Delta}\right)^{2} S_{i}^{2}\right\rceil\right\} \tag{4.1}
\end{equation*}
$$

Here $\lceil y\rceil$ denotes the smallest integer which is $\geq y$, and the constant $h_{k}^{(1)}$ is specified in eq. (4.4).
2. Select numbers $\left\{a_{i j} ; j=1, \ldots, N_{i}\right\}_{i=1}^{k+1}$ such that $\forall i=1, \ldots, k+1$ :
(a) $S_{i}^{2} \sum_{j=1}^{N_{i}} a_{i j}^{2}=\left(\frac{\Delta}{h_{k}^{(1)}}\right)^{2}$
(b) $\sum_{j=1}^{N_{i}} a_{i j}=1$
(c) $a_{i 1}=\ldots=a_{i N_{0}}$
3. Select the population $\hat{i}$ by the rule

$$
\begin{equation*}
\hat{i}:=\underset{i=1, \ldots, k+1}{\arg \max }\left\{\sum_{j=1}^{N_{i}} a_{i j} X_{i j} ;\right\} \tag{4.2}
\end{equation*}
$$

convergence theorem $f_{1}(-\infty, k)=0, f_{1}(\infty, k)=1$. Similarly, the continuity of $f_{1}(\cdot, k)$ on $\mathbb{R}$ can be also justified by the bounded convergence theorem and hence by the intermediate value theorem $\forall k \in \mathbb{N}$ there exists unique $h_{k}^{(1)} \in \mathbb{R}$ such that $f_{1}(h, k)=p$. In addition, $G_{\nu}^{k}(t) \xrightarrow{k \rightarrow \infty} 0, \forall t \in \mathbb{R}$ and hence by the bounded convergence theorem, $f_{1}(0, k) \xrightarrow{k \rightarrow \infty} 0<p$. Therefore, since $f_{1}(h, k)$ is strictly increasing in $h$, deduce that $\exists K \in \mathbb{N}$ such that $f_{1}(h, k)<p, \forall h \leq 0, k>K$. Finally, because $\forall k>K, \exists h_{k}^{(1)}$ which satisfies $f_{1}\left(h_{k}^{(1)}, k\right)=p$, the constant $h_{k}^{(1)}$ must be positive $\forall k>K$.

### 4.3. Rinott's procedure

Since the procedure $P_{E}$ allows some means to be negatively weighted, Rinott [42] stated that as pointed in [45], a similar procedure based on ordinary means may be more appealing. Rinott introduced such a procedure $P_{R}$ which guarantees a probability of correct selection above $p$ and shares the same steps of $P_{E}$ except two differences: First, in Step 3 set $a_{i j}=\frac{1}{N_{i}}, \forall i, j$; second, in Step 2 replace $h_{k}^{(1)}$ by another well-defined sequence $h_{k}^{*} \geq h_{k}^{(1)}$ which is determined as a solution of a certain integral equation specified by Rinott. Practically, Rinott suggested to
use another sequence $h_{k}^{(2)}:=h_{k}^{(2)}(\nu) \geq h_{k}^{*}$ which is defined for each $k \in \mathbb{N}$ as the solution of the following simpler equation

$$
\begin{equation*}
f_{2}(h, k):=\left[\int_{-\infty}^{\infty} G_{\nu}(t+h) g_{\nu}(t) d t\right]^{k}=p \tag{4.5}
\end{equation*}
$$

The same arguments used in Lemma 3 for $\left\{h_{k}^{(1)}\right\}_{k \in \mathbb{N}}$ show that $\left\{h_{k}^{(2)}\right\}_{k \in \mathbb{N}}$ is also well-defined and positive up to a finite prefix. Consequently, since our analysis performs an asymptotic comparison of the procedures $P_{E}$ and $P_{R}$, w.l.o.g. we make the simplifying assumption that $0<h_{k}^{(1)} \leq h_{k}^{(2)}, \forall k \in \mathbb{N}$.

### 4.4. Asymptotic efficiency

Since both of the procedures depicted previously draw random number of samples, it is convenient to determine their asymptotic efficiency by the expected sample-size required in order to satisfy the $\mathbb{P}(C S)$ criterion as $k \rightarrow \infty$. To see how this expected sample size relates to $h_{k}^{(j)}, j=1,2$, observe that both procedures draw an infinite number of samples as $k \rightarrow \infty$. Therefore, regardless the value of $N_{0}$, for any large enough $k$, the procedures $P_{E}$ and $P_{R}$ are associated respectively with expected sample-sizes of $\left(h_{k}^{(1)}\right)^{2} \sum_{i=1}^{k+1} \frac{\sigma_{i}^{2}}{\Delta^{2}}$ and $\left(h_{k}^{(2)}\right)^{2} \sum_{i=1}^{k+1} \frac{\sigma_{i}^{2}}{\Delta^{2}}$, up to rounding errors. Consequently, in order to analyze the asymptotic relative efficiency in terms of expected sample-size, it is enough to determine the asymptotic behavior of the ratio $\left(\frac{h_{k}^{(2)}}{h_{k}^{(1)}}\right)^{2}$ as $k \rightarrow \infty$. Theorems (4.1) and (4.2) make the first order approximations $h_{k}^{(1)} \sim \tilde{h}_{k}^{(1)} ; h_{k}^{(2)} \sim \tilde{h}_{k}^{(2)}$ as $k \rightarrow \infty$ with $\tilde{h}_{k}^{(2)}:=2^{\frac{1}{\nu}} \tilde{h}_{k}^{(1)}:=2^{\frac{1}{\nu}} \gamma_{\nu} k^{\frac{1}{\nu}} q_{p}$, where $q_{p}$ is the $p^{\prime}$ th quantile of $\nu$-Fréchet distribution and $\gamma_{\nu}$ is some function of $\nu$ to be specified later. This result implies that for any initial sample size $h_{k}^{(2)}-h_{k}^{(1)} \rightarrow \infty$. Therefore, regardless the exact value of $p$, the numerical insight made in the last paragraph of Subsection 4.1 of [42] which states that for $p \geq 0.75$, the difference between $h_{k}^{(1)}$ and $h_{k}^{(2)}$ should be small, is incorrect for large enough values of $k$ unless the sample size $N_{0}=\nu+1$ is also increased.

Theorem 4.1. Let $q_{p}$ be the $p^{\prime}$ 'th quantile of $\nu$-Fréchet distribution and let $\gamma_{\nu}$ be defined as follows

$$
\begin{equation*}
\gamma_{\nu}:=\left[\frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\nu^{1-\frac{\nu}{2}} \sqrt{\pi} \Gamma\left(\frac{\nu}{2}\right)}\right]^{\frac{1}{\nu}} \tag{4.6}
\end{equation*}
$$

Then $h_{k}^{(1)} \sim \tilde{h}_{k}^{(1)}:=\gamma_{\nu} k^{\frac{1}{\nu}} q_{p}$.
Proof. Set some $\tau \in(0, p \wedge 1-p)$ and define the following sequences:

$$
\begin{equation*}
h_{k}^{ \pm}(\tau):=\gamma_{\nu} k^{\frac{1}{\nu}} q_{p \pm \tau} \tag{4.7}
\end{equation*}
$$

where $\gamma_{\nu}$ has already been defined in the statement of the theorem and $q_{p \pm \tau}$ are the $p \pm \tau$ 'th quantiles of the $\nu$-Fréchet distribution.

The Fréchet distribution is nonnegative and continuous and hence its quantiles are simply defined by the inverse of the $\nu$-Fréchet c.d.f $e^{-x^{-\nu}}, \forall x>0$, for any $\tau>0$ such that $0<p-\tau<p+\tau<1$. In addition, let $X_{1}, \ldots, X_{k+1} \stackrel{i . i . d}{\sim} t_{\nu}$ be a sequence of $k+1$ i.i.d Student's $t$ r.v's with $\nu$ d.f's. By the convolution formula for difference of independent r.v's, $f_{1}(h, k)$ can be expressed as follows:

$$
\begin{equation*}
f_{1}(h, k)=\int_{-\infty}^{\infty} G_{\nu}^{k}(t+h) g_{\nu}(t) d t=\mathbb{P}\left(\max _{j=1, \ldots, k} X_{j}-X_{k+1} \leq h\right) \tag{4.8}
\end{equation*}
$$

Recall a known result (see e.g. Proposition 2.5 in [29]) which states that the extreme value distribution of a sequence of i.i.d Student's $t$ random variables with $\nu$ d.f's is a $\nu$-Fréchet distribution with the normalizing constants $a_{k}:=$ $\gamma_{\nu}^{-1} k^{-\frac{1}{\nu}}$ and $b_{k} \equiv 0$. Denote the following limits

$$
\begin{equation*}
L^{* *}\left(h_{k}^{ \pm}(\tau)\right)=\lim _{k \rightarrow \infty} \gamma_{\nu}^{-1} k^{-\frac{1}{\nu}} \gamma_{\nu} k^{\frac{1}{\nu}} q_{p \pm \tau}=q_{p \pm \tau} \tag{4.9}
\end{equation*}
$$

The c.d.f of $\nu$-Fréchet distribution is continuous on $\mathbb{R}$ and in particular on $\left\{q_{p-\tau}, q_{p+\tau}\right\}$. Therefore, Theorem 2.2 can be used to obtain that

$$
\begin{align*}
\lim _{k \rightarrow \infty} f_{1}\left(h_{k}^{+}(\tau), k\right) & =p+\tau>p \\
\lim _{k \rightarrow \infty} f_{1}\left(h_{k}^{-}(\tau), k\right) & =p-\tau<p \tag{4.10}
\end{align*}
$$

By definition, $f_{1}\left(h_{k}^{(1)}, k\right)=p, \forall k \in \mathbb{N}$ and hence by simple limit rules $\exists K_{\tau} \in \mathbb{N}$ such that

$$
\begin{equation*}
f_{1}\left(h_{k}^{-}(\tau), k\right)<f_{1}\left(h_{k}^{(1)}, k\right)<f_{1}\left(h_{k}^{+}(\tau), k\right) \quad, \quad \forall k>K_{\tau} \tag{4.11}
\end{equation*}
$$

Since for any $k \in \mathbb{N}, f_{1}(h, k)$ is strictly increasing in $h$, then

$$
\begin{equation*}
h_{k}^{-}(\tau)<h_{k}^{(1)}<h_{k}^{+}(\tau), \forall k>K_{\tau} . \tag{4.12}
\end{equation*}
$$

The Frećhet distribution is nonnegative and hence $q_{p}>0$, i.e. $\forall k \in \mathbb{N}, \gamma_{\nu} k^{\frac{1}{\nu}} q_{p}>$ 0 . Thus, dividing eq. (4.12) by $\gamma_{\nu} k^{\frac{1}{\nu}} q_{p}$ gives

$$
\begin{equation*}
\frac{q_{p-\tau}}{q_{p}} \leq \frac{h_{k}^{(1)}}{\gamma_{\nu} k^{\frac{1}{\nu}} q_{p}} \leq \frac{q_{p+\tau}}{q_{p}}, \forall k>K_{\tau} \tag{4.13}
\end{equation*}
$$

Since the $\nu$-Fréchet distribution is continuous, the inverse function theorem states that $q_{p+\tau}$ and $q_{p-\tau}$ are continuous functions of $\tau$ on $(0, p \wedge 1-p)$. Therefore, by taking $\tau \downarrow 0$ both boundaries approach to 1 , i.e. $\forall \epsilon>0, \exists \tau_{\epsilon} \in(0, p \wedge 1-p)$ which satisfies

$$
\begin{equation*}
\max \left\{\left|\frac{q_{p-\tau_{\epsilon}}}{q_{p}}-1\right|,\left|\frac{q_{p+\tau_{\epsilon}}}{q_{p}}-1\right|\right\}<\epsilon \tag{4.14}
\end{equation*}
$$

and respectively

$$
\begin{equation*}
-\epsilon<\frac{h_{k}^{(1)}}{\gamma_{\nu} k^{\frac{1}{\nu}} q_{p}}-1<\epsilon, \forall k>K_{\tau_{\epsilon}} \tag{4.15}
\end{equation*}
$$

which, by definition, is an equivalent writing of the needed result $h_{k}^{(1)} \sim \tilde{h}_{k}^{(1)}:=$ $\gamma_{\nu} k^{\frac{1}{\nu}} q_{p}$.

Theorem 4.2. With the same notations of Theorem 4.1, $h_{k}^{(2)} \sim \tilde{h}_{k}^{(2)}:=$ $2^{\frac{1}{\nu}} \gamma_{\nu} k^{\frac{1}{\nu}} q_{p}$.
Proof. Let $T_{i}^{(j)} \stackrel{i . i . d}{\sim} t_{\nu} ; i=1, \ldots, k ; j=1,2$ be Student's $t$ r.v's. Due to the symmetry of Student's $t$-distribution around zero, we can expressed $f_{2}(h, k)$ using the convolution formula for difference of independent r.v's as follows:

$$
\begin{align*}
f_{2}(h, k) & :=\left[\int_{-\infty}^{\infty} G_{\nu}(t+h) g_{\nu}(t) d t\right]^{k} \\
& =\mathbb{P}\left(\max _{i=1, \ldots, k}\left\{T_{i}^{(1)}-T_{i}^{(2)}\right\} \leq h\right) \\
& =\mathbb{P}\left(\max _{i=1, \ldots, k}\left\{T_{i}^{(1)}+T_{i}^{(2)}\right\} \leq h\right) \tag{4.16}
\end{align*}
$$

Let $\tilde{g}_{\nu}$ be the density associated with the distribution of a sum of two i.i.d Student's $t_{\nu}$ r.v's. This density is given in eq. (2.1) of [26]

$$
\begin{equation*}
\tilde{g}_{\nu}(t)=\frac{\Gamma\left(\frac{\nu+1}{2}\right) \Gamma\left(\nu+\frac{1}{2}\right)}{2^{\nu} \nu^{\frac{1}{2}} \Gamma^{2}\left(\frac{\nu}{2}\right) \Gamma\left(\frac{\nu}{2}+1\right)}\left(\frac{4 \nu}{4 \nu+t^{2}}\right)^{1+\nu}{ }_{2} F_{1}\left(\frac{1}{2}, \nu+\frac{1}{2} ; \frac{\nu}{2}+1 ; \frac{t^{2}}{4 \nu+t^{2}}\right) \tag{4.17}
\end{equation*}
$$

where ${ }_{2} F_{1}(a, b ; c ; z)$ is the hypergeometric function with parameters $a, b, c$ evaluated at $z$ with $|z|<1$. We next use Euler's transformation for the hypergeometric function,

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=(1-z)^{c-a-b}{ }_{2} F_{1}(c-a, c-b ; c ; z) \tag{4.18}
\end{equation*}
$$

to get:

$$
\begin{equation*}
\tilde{g}_{\nu}(t)=\frac{\Gamma\left(\frac{\nu+1}{2}\right) \Gamma\left(\nu+\frac{1}{2}\right)}{2^{\nu} \nu^{\frac{1}{2}} \Gamma^{2}\left(\frac{\nu}{2}\right) \Gamma\left(\frac{\nu}{2}+1\right)}\left(\frac{4 \nu}{4 \nu+t^{2}}\right)^{1+\frac{\nu}{2}}{ }_{2} F_{1}\left(\frac{\nu+1}{2}, \frac{1-\nu}{2} ; \frac{\nu}{2}+1 ; \frac{t^{2}}{4 \nu+t^{2}}\right) \tag{4.19}
\end{equation*}
$$

We have $\frac{t^{2}}{4 \nu+t^{2}} \underset{t \rightarrow \infty}{\longrightarrow} 1$ therefore,

$$
\begin{align*}
{ }_{2} F_{1}\left(\frac{\nu+1}{2}, \frac{1-\nu}{2} ; \frac{\nu}{2}+1 ; \frac{t^{2}}{4 \nu+t^{2}}\right) & \underset{t \rightarrow \infty}{\longrightarrow}{ }_{2} F_{1}\left(\frac{\nu+1}{2}, \frac{1-\nu}{2} ; \frac{\nu}{2}+1 ; 1\right) \\
& =\frac{\Gamma\left(\frac{\nu}{2}+1\right) \Gamma\left(\frac{\nu}{2}\right)}{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\nu+\frac{1}{2}\right)} \tag{4.20}
\end{align*}
$$

where the value of the hypergeometric function evaluated at 1 is an analytical continuation which is provided by Gauss' Theorem. Plugging eq. (4.20) into eq. (4.19) and taking $t \rightarrow \infty$ we get:

$$
\begin{equation*}
\tilde{g}_{\nu}(t) \sim \frac{2 \Gamma\left(\frac{\nu+1}{2}\right)}{\nu^{\frac{-\nu}{2}} \sqrt{\pi} \Gamma\left(\frac{\nu}{2}\right)} t^{-(1+\nu)} \sim 2 g_{\nu}(t) \tag{4.21}
\end{equation*}
$$

Since the asymptotic values of the densities $\tilde{g}_{\nu}(t), g_{\nu}(t)$ for large $t$ are the same up to a multiplicative factor of 2 , we can follow Propositions 2.3 of [29] to get
the asymptotic cumulative distribution function of $\tilde{g}_{\nu}(t)$ for $t \rightarrow \infty$ :

$$
\begin{equation*}
1-\tilde{G}_{\nu}(t) \sim \frac{2 \Gamma\left(\frac{\nu+1}{2}\right)}{\nu^{1-\frac{\nu}{2}} \sqrt{\pi} \Gamma\left(\frac{\nu}{2}\right)} t^{-\nu}=2 \gamma_{\nu}^{\nu} t^{-\nu} \sim 2\left(1-G_{\nu}(t)\right) \tag{4.22}
\end{equation*}
$$

and follow Propositions 2.5 of [29] to get that the extreme value distribution for $\tilde{g}_{\nu}(t)$ is the $\nu$-Fréchet distribution with the normalizing constants $a_{k}:=$ $2^{-\frac{1}{\nu}} \gamma_{\nu}^{-1} k^{-\frac{1}{\nu}}$ and $b_{k} \equiv 0$.

Next, set some $\tau \in(0, p \wedge 1-p)$ and define the following sequences:

$$
\begin{equation*}
h_{k}^{ \pm}(\tau)=a_{k}^{-1} q_{p \pm \tau} \tag{4.23}
\end{equation*}
$$

Finally, the arguments used to prove Theorem 4.1 hold for this case too and hence imply the needed result.

Corollary 1. Using the same notations of Theorem 4.1, $h_{k}^{*}-h_{k}^{(1)}=\mathcal{O}\left(\gamma_{\nu} k^{\frac{1}{\nu}} q_{p}\right)$ as $k \rightarrow \infty$.

Proof. In [42], it was shown that $\forall k \in \mathbb{N}, h_{k}^{(1)} \leq h_{k}^{*} \leq h_{k}^{(2)}$, therefore $\forall k \in \mathbb{N}$ :

$$
\begin{equation*}
0 \leq \frac{h_{k}^{*}-h_{k}^{(1)}}{\gamma_{\nu} k^{\frac{1}{\nu}} q_{p}} \leq \frac{h_{k}^{(2)}-h_{k}^{(1)}}{\gamma_{\nu} k^{\frac{1}{\nu}} q_{p}} \xrightarrow{k \rightarrow \infty} 2^{\frac{1}{\nu}}-1 \tag{4.24}
\end{equation*}
$$

This limit implies that

$$
\begin{equation*}
0 \leq \limsup _{k \rightarrow \infty} \frac{h_{k}^{*}-h_{k}^{(1)}}{\gamma_{\nu} k^{\frac{1}{\nu}} q_{p}} \leq 2^{\frac{1}{\nu}}-1<\infty \tag{4.25}
\end{equation*}
$$

and the corollary follows from the definition of the big $\mathcal{O}$ notation.
Theorems 4.1, 4.2 show the dependency of the asymptotics of $h_{k}^{(1)}(\nu), h_{k}^{(2)}(\nu)$ on the initial sample size $N_{0}=\nu+1$. In particular, the asymptotic relative efficiency of the two procedures satisfies

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty} \lim _{k \rightarrow \infty}\left(\frac{h_{k}^{(2)}(\nu)}{h_{k}^{(1)}(\nu)}\right)^{2}=\lim _{\nu \rightarrow \infty} 2^{\frac{2}{\nu}}=1 \tag{4.26}
\end{equation*}
$$

The next theorem reveals that surprisingly, when we fix first $\nu=\infty$ and then let $k \rightarrow \infty$, the limit is given by:

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left(\frac{h_{k}^{(2)}(\infty)}{h_{k}^{(1)}(\infty)}\right)^{2}=2 \tag{4.27}
\end{equation*}
$$

i.e. $\nu=\infty$ is a discontinuity point of the asymptotic relative efficiency as a function of $\nu$.
Theorem 4.3. For $\nu=\infty$ we have $h_{k}^{(2)}(\infty) \sim \sqrt{2} h_{k}^{(1)}(\infty) \sim 2 \sqrt{\ln (k)}$.

Proof. 1. To derive the asymptotics of $h_{k}^{(2)}(\infty)$, recall that a standard Student's $t$-distribution with $\nu=\infty$ d.f's is a standard Gaussian distribution. Thus, let $X_{1}, X_{2}, \ldots \stackrel{i . i . d .}{\sim} N(0,2)$ and observe that

$$
\begin{equation*}
f_{2}(h, k):=\mathbb{P}\left(\max _{j=1, \ldots, k} X_{j} \leq h\right)=\mathbb{P}\left(\max _{j=1, \ldots, k} Z_{j} \leq \frac{h}{\sqrt{2}}\right) \tag{4.28}
\end{equation*}
$$

where $Z_{1}, Z_{2}, \ldots \stackrel{i . i . d .}{\sim} N(0,1)$. As mentioned in Section 3, the normalizing constants of the standard Gaussian distribution are $a_{k}=\sqrt{2 \ln (k)}$ and $b_{k} \sim \sqrt{2 \ln (k)}$. Thus, for any $\tau \in(0, p \wedge 1-p)$ define $h_{k}(\tau)^{+}:=$ $\sqrt{2}\left(b_{k}-\frac{g_{p \pm \tau}}{a_{k}}\right)$ where $g_{p \pm \tau}$ is the $p \pm \tau$ 's quantile of the standard Gumbel distribution. Since the extreme value distribution of the standard Gaussian distribution is a standard Gumbel distribution, this implies that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} f_{2}\left(h_{k}^{ \pm}(\tau), k\right)=p \pm \tau \tag{4.29}
\end{equation*}
$$

Therefore, by the same technique which was used in the proof of Theorem 4.1, deduce that $h_{k}^{(2)}(\infty) \sim \sqrt{2}\left(b_{k}-\frac{q_{p}}{a_{k}}\right) \sim \sqrt{2} b_{k} \sim 2 \sqrt{\ln (k)}$.
2. To derive the asymptotics of $h_{k}^{(1)}$, set an arbitrary $\tau \in(0, p \wedge 1-p)$ and define $h_{k}^{ \pm}(\tau)=b_{k}-z_{p \pm \tau}$ where $z_{p}$ is the $p$ 'th quantile of the standard Gaussian distribution. Let $Z_{1}, Z_{2}, \ldots \stackrel{i . i . d}{\sim} N(0,1)$. For

$$
\begin{equation*}
f_{1}(h, k):=\mathbb{P}\left(\max _{j=1, \ldots, k} Z_{j}+Z_{k+1} \leq h\right) \tag{4.30}
\end{equation*}
$$

Theorem 2.1 implies that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} f\left(h_{k}^{ \pm}(\tau), k\right)=p \pm \tau \tag{4.31}
\end{equation*}
$$

Thus, the same technique used to prove Theorem 4.1 shows that $h_{k}^{(1)}(\infty) \sim$ $b_{k} \sim \sqrt{2 \ln (k)}$.

Remark 1. Theorems 4.1-4.3 state that the relative asymptotic efficiency of the procedures is invariant to the value of $p$.
Remark 2. For both procedures, the guaranteed lower bounds on the probability of correct selection may not be tight and hence an empirical comparison of sample sizes giving the same probability of correct selection in practice may give different conclusions and should be studied separately. This issue was studied using simulations in [8, 46]. Lately, [21] gave new theoretical insights regarding this phenomenon.

### 4.5. Numerical results

We solved numerically eq. (4.4) and (4.5) to get the values of $h_{k}^{(1)}$ and $h_{k}^{(2)}$, respectively, and compared them with the asymptotic results in Theorems 4.1,
4.2 for finite $k$. Figure 2 shows the relative efficiency of the two procedures, with specific values displayed in Table 2. The results confirm our asymptotic predictions. The rate at which the numerical results approach the asymptotic limit varies with $\nu$ and $p$.

| $k$ | $\frac{\tilde{h}_{k}^{(1)}-h_{k}^{(1)}}{h_{k}^{(1)}}, p=0.5$ | $\frac{\tilde{h}_{k}^{(2)}-h_{k}^{(2)}}{h_{k}^{(2)}}, p=0.5$ | $\frac{\tilde{h}_{k}^{(1)}-h_{k}^{(1)}}{h_{k}^{(1)}}, p=0.95$ | $\frac{\tilde{h}_{k}^{(2)}-h_{k}^{(2)}}{h_{k}^{(2)}}, p=0.95$ |
| :---: | :---: | :---: | :---: | :---: |
| 10 | 0.975 | 0.537 | 0.079 | 0.084 |
| 100 | 0.375 | 0.107 | 0.009 | -0.010 |
| 1000 | 0.186 | -0.003 | -0.012 | -0.034 |
| 10000 | 0.101 | -0.033 | -0.016 | -0.032 |
| 100000 | 0.056 | -0.033 | -0.014 | -0.022 |
| 1000000 | 0.032 | -0.023 | -0.010 | -0.013 |
| 10000000 | 0.018 | -0.014 | -0.007 | -0.008 |
| Table 2 <br> mptotic approximation for two procedures $\left(\tilde{h}_{k}^{(i)}-h_{k}^{(i)}\right) / h_{k}^{(i)}$ for specific values in Figure 2 |  |  |  |  |

### 4.6. Choosing the parameter $\nu$

The statistical efficiency of the two procedures in [16, 42] depend on the choice of the parameter $\nu$. In this section we derive for each procedure an asymptotic approximation for the optimal $\nu$ minimizing the expected sample size as $k \rightarrow$ $\infty$. Define the expected sample size for the two procedures when choosing the parameter $\nu$,

$$
\begin{equation*}
\mu_{k}^{(j)}:=\mu_{k}^{(j)}(\nu)=\mathbb{E}\left[\mathbf{N}_{\mathbf{k}}^{(\mathbf{j})}\right]=\sum_{i=1}^{k+1} \mathbb{E}\left[N_{i, k}^{(j)}\right], j=1,2 \tag{4.32}
\end{equation*}
$$

where $N_{i, k}^{(j)}=\max \left(N_{0}+1,\left(\frac{S_{i} h_{k}^{(j)}}{\Delta}\right)^{2}\right)$ is the sample size for population $i$ out of $k$ in the second state (see eq. (4.1) for $j=1$ ), and $\mathbf{N}_{\mathbf{k}}^{(\mathbf{j})}=\sum_{i=1}^{k+1} N_{i, k}^{(j)}$ is the actual (random) sample size. Since $\mu_{k}^{(j)}(\nu) \rightarrow \infty$ as $\nu \rightarrow \infty$, a minimizer $\nu_{k}^{(j *)}$ must exist. Thus, we may define the optimal parameter choice and the optimal sample size attained for the two procedures

$$
\begin{equation*}
\nu_{k}^{(j *)}:=\arg \min _{\nu \in \mathbb{N}} \mu_{k}^{(j)}(\nu) ; \mu_{k}^{(j *)}:=\min _{\nu \in \mathbb{N}} \mu_{k}^{(j)}(\nu)=\mu_{k}^{(j)}\left(\nu_{k}^{(j *)}\right) \tag{4.33}
\end{equation*}
$$

Finding the optimal parameter $\nu_{k}^{(j *)}$ leads to both conceptual and technical difficulties. First, the optimum depends on the unknown variances $\sigma_{i}^{2}$. Second, even if the variances $\sigma_{i}^{2}$ were known, the maximization operation and the nonexplicit form of $h_{k}^{(j)}$ makes the optimization problem computationally challenging.

To overcome these difficulties, we propose a parameter choice for $\nu$ based on two simplifications: (i) We ignore the maximization with $N_{0}+1$ in the definition of $N_{i, k}^{(j)}$ and optimize only the second term as we take $k \rightarrow \infty$, and (ii) we replace


FIG 2. Comparison of relative efficiency of two procedures for $p=0.5,0.95$ for different values of $\nu$. (a.) The relative error of the asymptotic approximation $\tilde{h}_{k}^{(1)}$ vs. the exact (numeric) integral $h_{k}^{(1)}$ for Dudewicz and Dalal's procedure. For $k \sim 10^{2}-10^{4}$ the relative error of the asymptotic approximation is only a few percents; the approximation accuracy decreases when $\nu$ is increased. (b.) The relative error of the asymptotic approximation $\tilde{h}_{k}^{(2)}$ vs. the exact (numeric) integral $h_{k}^{(2)}$ for Rinott's procedure. The qualitative behavior of the approximation is similar to that of $h_{k}^{(1)}$, with larger relative error as $\nu$ is increased. (c.) The relative efficiency of the two procedures approaches the asymptotic value of $2^{\frac{2}{\nu}}$ as $k \rightarrow \infty$. For larger values of $\nu$, larger $k$ values are needed to get an accurate approximation. (d.)-(f.) The same as (a.)-(c.) but for $p=0.95$, showing improved accuracy for the asymptotic approximation is for larger $p$. The approximation accuracy for $\tilde{h}_{k}^{(1)}$ here is not monotonic with $\nu$.
$h_{k}^{(j)}$ by its asymptotic approximation $\tilde{h}_{k}^{(j)}$. With these two simplifications, we define the approximate expected sample size

$$
\begin{equation*}
\tilde{\mu}_{k}^{(j)}(\nu):=\left(\tilde{h}_{k}^{(j)}(\nu)\right)^{2} \frac{\sum_{i=1}^{k} \sigma_{i}^{2}}{\Delta^{2}}, j=1,2 . \tag{4.34}
\end{equation*}
$$

and the approximate optimal parameter

$$
\begin{equation*}
\tilde{\nu}_{k}^{(j *)}:=\arg \min _{\nu \in \mathbb{N}} \tilde{\mu}_{k}^{(j)}(\nu) ; \tilde{\mu}_{k}^{(j *)}:=\min _{\nu \in \mathbb{N}} \tilde{\mu}_{k}^{(j)}(\nu)=\tilde{\mu}_{k}^{(j)}\left(\tilde{\nu}_{k}^{(j *)}\right) . \tag{4.35}
\end{equation*}
$$

$\tilde{\nu}_{k}^{(j *)}, \tilde{\mu}_{k}^{(j *)}$ do not depend on the unknown variances $\sigma_{i}^{2}$ and can be found by
minimizing

$$
\begin{equation*}
\tilde{h}_{k}^{(j)}(\nu)=2^{\frac{j-1}{\nu}} \gamma_{v} k^{\frac{1}{\nu}} q_{p}=\left[\frac{2^{j-1} \Gamma\left(\frac{\nu+1}{2}\right) k}{-\nu^{1-\frac{\nu}{2}} \sqrt{\pi} \Gamma\left(\frac{\nu}{2}\right) \ln (p)}\right]^{\frac{1}{\nu}} \quad ; \quad j=1,2 . \tag{4.36}
\end{equation*}
$$

Theorem 4.4. For $k$ large enough, eq. (4.36) has a unique minimizer $\tilde{\nu}_{k}^{(j *)}$. Moreover, as $k \rightarrow \infty: \tilde{\nu}_{k}^{(j *)} \sim 2 \ln (k), \tilde{h}_{k}^{(j *)} \sim \sqrt{2 e \ln (k)}$ and $\tilde{\mu}_{k}^{(j *)} \sim$ $2 e \ln (k) \frac{\sum_{i=1}^{k} \sigma_{i}^{2}}{\Delta^{2}}$.
Proof. We prove the Theorem for $j=1$. The proof for $j=2$ is similar. Differentiating the logarithm of eq. (4.36),

$$
\begin{equation*}
\ln \left(\tilde{h}_{k}^{(1)}(\nu)\right)=\frac{1}{\nu}\left[\ln \left(\frac{-k}{\sqrt{\pi} \ln (p)}\right)+\ln \left(\Gamma\left(\frac{\nu+1}{2}\right)\right)-\ln \left(\Gamma\left(\frac{\nu}{2}\right)\right)+\left(\frac{\nu}{2}-1\right) \ln (\nu)\right] \tag{4.37}
\end{equation*}
$$

gives the first order condition:

$$
\begin{equation*}
0=\frac{d \ln \tilde{h}_{k}^{(1)}(\nu)}{d \nu}=\frac{1}{2 \nu^{2}} \mathcal{H}_{k}(\nu) \tag{4.38}
\end{equation*}
$$

where
$\mathcal{H}_{k}(\nu):=-2-2 \ln \left(\frac{-k}{\sqrt{\pi} \ln (p)}\right)+\nu+2 \ln (\nu)+2 \ln \left(\frac{\Gamma\left(\frac{\nu}{2}\right)}{\Gamma\left(\frac{\nu+1}{2}\right)}\right)+\nu\left(\Psi\left(\frac{\nu+1}{2}\right)-\Psi\left(\frac{\nu}{2}\right)\right)$
and $\Psi$ is the digamma function. Since $\nu>0$ we have $\operatorname{sign}\left(\frac{d \ln \tilde{h}_{k}^{(1)}(\nu)}{d \nu}\right)=$ $\operatorname{sign}\left(\mathcal{H}_{k}(\nu)\right)$ and the first order condition is satisfied if and only if $\mathcal{H}_{k}(\nu)=0$. The derivative of $\mathcal{H}_{k}$ is

$$
\begin{equation*}
\frac{d \mathcal{H}_{k}(\nu)}{d \nu}=1+\frac{2}{\nu}+\frac{\nu}{2}\left(\Psi^{\prime}\left(\frac{\nu+1}{2}\right)-\Psi^{\prime}\left(\frac{\nu}{2}\right)\right) \tag{4.40}
\end{equation*}
$$

By Lemma 1 in [2], $\Psi^{\prime}$ is strictly monotonically decreasing in $\mathbb{R}_{+}$. Therefore, using the recurrence relation for polygamma functions $\Psi^{\prime}(z+1)=\Psi^{\prime}(z)-\frac{1}{z^{2}}$ we get the bound

$$
\begin{equation*}
\Psi^{\prime}\left(\frac{\nu+1}{2}\right)>\Psi^{\prime}\left(\frac{\nu}{2}+1\right)=\Psi^{\prime}\left(\frac{\nu}{2}\right)-\frac{4}{\nu^{2}} . \tag{4.41}
\end{equation*}
$$

Plugging eq. (4.41) into eq. (4.40) gives $\frac{d \mathcal{H}_{k}(\nu)}{d \nu}>1, \quad \forall \nu>0$, hence $\mathcal{H}_{k}$ is monotonically increasing. We use the following bounds,

$$
\begin{align*}
-2 \ln (\nu) & <2 \ln \left(\frac{\Gamma\left(\frac{\nu}{2}\right)}{\Gamma\left(\frac{\nu+1}{2}\right)}\right)<0 \\
0 & <\nu\left(\Psi\left(\frac{\nu+1}{2}\right)-\Psi\left(\frac{\nu}{2}\right)\right)<1 \tag{4.42}
\end{align*}
$$

to bound $\mathcal{H}_{k}(\nu)$

$$
\begin{equation*}
-2-2 \ln \left(\frac{-k}{\sqrt{\pi} \ln (p)}\right)+\nu<\mathcal{H}_{k}(\nu)<-1-2 \ln \left(\frac{-k}{\sqrt{\pi} \ln (p)}\right)+\nu+2 \ln (\nu) \tag{4.43}
\end{equation*}
$$

For $k$ large enough the right bound in eq. (4.43) shows that $\mathcal{H}_{k}(1)<0$. For any fixed $k$, eq. (4.43) gives $\mathcal{H}_{k}(\nu) \sim \nu \rightarrow \infty$ as $\nu \rightarrow \infty$. Since $\mathcal{H}_{k}(\nu)$ is monotonically increasing for $\nu>0$, the first order condition in eq. (4.39) has a unique solution which is the global minimum of $\ln \left(\tilde{h}_{k}^{(1)}(\nu)\right)$ in $\nu \in(1, \infty)$.

We can solve eq. (4.39) numerically to get the optimal $\nu$ for any given $k$ and $p$. To get the asymptotic solution as $k \rightarrow \infty$ we set $\mathcal{H}_{k}(\nu)=0$ in eq. (4.43),

$$
\begin{align*}
-2-2 \ln (\sqrt{\pi} \ln (p))+\nu & <2 \ln (k)<-1-2 \ln (\sqrt{\pi} \ln (p))+\nu+2 \ln (\nu) \\
& \Longrightarrow \tilde{\nu}_{k}^{(1 *)} \sim 2 \ln (k) \tag{4.44}
\end{align*}
$$

Plugging the asymptotic solution $\tilde{\nu}_{k}^{(1 *)} \sim 2 \ln (k)$ into the asymptotic expression for $h_{k}^{(1)}$ yields

$$
\begin{align*}
\tilde{h}_{k}^{(1)}(2 \ln (k)) & =\gamma_{2 \ln (k)^{\frac{1}{2 \ln (k)}} q_{p}} \\
& =\left[\frac{\Gamma\left(\ln (k)+\frac{1}{2}\right) k}{-(2 \ln (k))^{1-\ln (k)} \sqrt{\pi} \Gamma(\ln (k)) \ln (p)}\right]^{\frac{1}{2 \ln (k)}} \\
& \sim \sqrt{2 e \ln (k)} . \tag{4.45}
\end{align*}
$$

Thus, for the choice $\tilde{\nu}_{k}^{(1 *)}=2 \ln (k)$ the approximate expected asymptotic sample size for Dudewicz and Dalal 's procedure is $\tilde{\mu}_{k}^{(1 *)} \sim 2 e \ln (k) \frac{\sum_{i=1}^{k} \sigma_{i}^{2}}{\Delta^{2}}$.
Remark 3. It is instructive to compare Theorem 4.4 in the case of equal variances $\sigma_{i} \equiv \sigma$ to Robbins and Siegmund's one-stage procedure applied when the variance is known. Robbins and Siegmund's procedure [43] requires $\sim 2 \ln (k) \frac{\sigma^{2}}{\Delta^{2}}$ samples from each population in order to ensure correct selection with a prescribed probability p, i.e. the overall sample size summing over all populations is $\sim 2 k \ln (k) \frac{\sigma^{2}}{\Delta^{2}}$. Hence the approximate asymptotic sample size for the case of unknown variance is within a multiplicative factor of $e$ of the sample size for the case of known variance.

Theorem 4.4 shows that while for every fixed $\nu$ Dudewicz and Dalal 's procedure is asymptotically more efficient by a factor of $2^{\frac{1}{\nu}}$, as $k \rightarrow \infty$, the approximations of the optimal $\nu$ 's for both procedures are equivalent up to a first order error term. The reason is that as $\nu=2 \ln (k)$ increases, the asymptotic ratio $2^{\frac{1}{2 \ln (k)}}$ goes to 1 . Although to the first order the two sample sizes are identical, taking a multiplicative factor $2^{\frac{1}{2 \ln (k)}}$ into account for Rinott's procedure may yield more accurate results.

We next study the asymptotic behavior of $h_{k}^{(2)}$ for fixed $k$ as $\nu \rightarrow \infty$. Lemma 4 shows a useful monotonicity property of Student's $t$ r.v's, which is used to show the monotonicity of $h_{k}^{(2)}$ in $\nu$.

Lemma 4. Let $T_{i}^{(j)} \sim t_{\nu_{i}} ; i, j=1,2$ be four independent Student's $t$ r.v's. with $\nu_{1} \leq \nu_{2}$. Then $\forall h>0$

$$
\begin{equation*}
\mathbb{P}\left(T_{1}^{(1)}+T_{1}^{(2)} \leq h\right) \leq \mathbb{P}\left(T_{2}^{(1)}+T_{2}^{(2)} \leq h\right) \tag{4.46}
\end{equation*}
$$

Proof. Let $\nu_{1}<\nu_{2}$. Using the symmetry of the Student's $t$ densities $g_{\nu_{j}} ; j=1,2$ around zero, we get

$$
\begin{align*}
\mathbb{P}\left(T_{2}^{(1)}+T_{2}^{(2)} \leq h\right) & =\int_{-\infty}^{\infty} G_{\nu_{2}}(h-t) g_{\nu_{2}}(t) d t \\
& =\int_{-\infty}^{\infty} G_{\nu_{2}}(t) g_{\nu_{2}}(t-h) d t \\
& =\int_{0}^{\infty} G_{\nu_{2}}(t) g_{\nu_{2}}(t-h) d t+\int_{0}^{\infty} G_{\nu_{2}}(-t) g_{\nu_{2}}(t+h) d t \\
& =\int_{0}^{\infty} G_{\nu_{2}}(t)\left[g_{\nu_{2}}(t-h)-g_{\nu_{2}}(t+h)\right] d t+1-G_{\nu_{2}}(h) \\
& \geq \int_{0}^{\infty} G_{\nu_{1}}(t)\left[g_{\nu_{2}}(t-h)-g_{\nu_{2}}(t+h)\right] d t+1-G_{\nu_{2}}(h) \\
& =\int_{-\infty}^{\infty} G_{\nu_{1}}(h-t) g_{\nu_{2}}(t) d t \\
& =\int_{-\infty}^{\infty} G_{\nu_{2}}(t) g_{\nu_{1}}(t-h) d t \\
& \geq \int_{-\infty}^{\infty} G_{\nu_{1}}(h-t) g_{\nu_{1}}(t) d t \\
& =\mathbb{P}\left(T_{1}^{(1)}+T_{1}^{(2)} \leq h\right) \tag{4.47}
\end{align*}
$$

where $G_{\nu_{1}}(t)<G_{\nu_{2}}(t), \quad \forall t>0$ and $g_{\nu_{2}}(t-h)-g_{\nu_{2}}(t+h) \geq 0, \quad \forall t, h>0$ together imply the first inequality appearing in the fifth line of eq. (4.47) above. To obtain the second inequality, repeat lines 2-6 of eq. (4.47) with $g_{\nu_{2}}$ replaced by $g_{\nu_{1}}$.
Corollary 2. $\exists K>0$ such that $\forall k>K, h_{k}^{(2)}(\nu)$ is monotonically nonincreasing in $\nu$.
Proof. By Lemma 3, $\exists K>0$ such that $\forall k>K, h_{k}^{(2)}\left(\nu_{1}\right), h_{k}^{(2)}\left(\nu_{2}\right)>0$. Using eq. (4.5) for $h=h_{k}^{(2)}\left(\nu_{2}\right)>0$ and representing the probabilities in Lemma 4 as convolutions,

$$
\begin{equation*}
\int_{-\infty}^{\infty} G_{\nu_{1}}\left(h_{k}^{(2)}\left(\nu_{2}\right)-t\right) g_{\nu_{1}}(t) d t \leq \int_{-\infty}^{\infty} G_{\nu_{2}}\left(h_{k}^{(2)}\left(\nu_{2}\right)-t\right) g_{\nu_{2}}(t) d t=p^{\frac{1}{k}} \tag{4.48}
\end{equation*}
$$

and because $G_{\nu_{1}}$ is monotonically increasing we get $h_{k}^{(2)}\left(\nu_{1}\right) \geq h_{k}^{(2)}\left(\nu_{2}\right)$.
Remark 4. The order of limits of $k, \nu \rightarrow \infty$ matters. Eq. (4.26) shows that for fixed finite $\nu, \tilde{h}_{k}^{(j)}(\nu) \sim h_{k}^{(j)}(\nu)$ as $k \rightarrow \infty$. Now, for fixed $k, \tilde{h}_{k}^{(j)}(\nu)$ and
$h_{k}^{(j)}(\nu)$ behave differently as $\nu \rightarrow \infty$. The approximation $\tilde{h}_{k}^{(j)}(\nu)$ has a unique minimum $\tilde{\nu}_{k}^{(j *)} \in(1, \infty)$ as we have shown above, and deriving the asymptotics of eq. (4.36) shows

$$
\begin{equation*}
\tilde{h}_{k}^{(j)}(\nu) \sim \frac{2^{\frac{j-1}{\nu}}}{\nu^{\left(\frac{1}{\nu}-1\right) / 2}} \sim \sqrt{\nu} \xrightarrow{\nu \rightarrow \infty} \infty \tag{4.49}
\end{equation*}
$$

In contrast, for $k$ fixed and large enough, Corollary 2 implies that the exact $h_{k}^{(2)}(\nu)$ for Rinott's procedure is monotonically non-increasing in $(1, \infty)$ such that $\lim _{\nu \rightarrow \infty} h_{k}^{(2)}(\nu)=\frac{\Phi^{-1}\left(p^{\frac{1}{k}}\right)}{\sqrt{2}}$. In addition, since $h_{k}^{(1)}(\nu) \leq h_{k}^{(2)}(\nu)$ by Proposition 3 in [42], $h_{k}^{(1)}(\nu)$ is bounded from above by a monotonically non-increasing function of $\nu$, and $\limsup _{\nu \rightarrow \infty} h_{k}^{(1)}(\nu) \leq \frac{\Phi^{-1}\left(p^{\frac{1}{k}}\right)}{\sqrt{2}}$ implying $\lim _{\nu \rightarrow \infty} \frac{h_{k}^{(j)}(\nu)}{\tilde{h}_{k}^{(j)}(\nu)}=0$ for any $k$ large enough. Thus, the asymptotic convergence $\lim _{k \rightarrow \infty} \frac{h_{k}^{(j)}(\nu)}{\tilde{h}_{k}^{(j)}(\nu)}=1$ shown in Theorems 4.1, 4.2 for any fixed $\nu$, is therefore not uniform. In particular, as shown in Figure 3, the asymptotic result in Theorem 4.4 does not necessarily imply $h_{k}^{(1)}(2 \ln (k)) \sim \sqrt{2 e \ln (k)}$ and $\mu_{k}^{(1)}(2 \ln (k)) \sim 2 e \ln (k) \frac{\sum_{i=1}^{k} \sigma_{i}^{2}}{\Delta^{2}}$.

Finally, recall that our simplification defined $\tilde{\mu}_{k}^{(j)}$ as an approximate expected sample size, while ignoring the maximization in the definition of $N_{i, k}^{(j)}$. In Theorem 4.5 we define an approximate sample size which does take the maximization into account and show optimality with respect to this definition. For bounded sequences $\left\{\nu_{k}\right\}$ with $\lim \sup \nu_{k}=\nu \in \mathbb{N}$, Theorems 4.1 and 4.2 have shown that $\tilde{h}_{k}^{j}\left(\nu_{k}\right)=\Omega\left(k^{\frac{1}{\nu}}\right), \forall j=1,2$ which tends to infinity faster than $\ln (k)$. Therefore, we consider only sequences $\left\{\nu_{k}\right\}$ such that $\nu_{k} \rightarrow \infty$. For any such sequence we give conditions ensuring that, almost surely for each population the asymptotic approximate sample size as $k \rightarrow \infty$ : (i) converges to its expectation, and (ii) cannot be improved compared to $\left\{\tilde{\nu}_{k}^{(1 *)}\right\}$.
Theorem 4.5. Consider a sequence $\left\{\nu_{k}\right\}$ such that $\nu_{k} \rightarrow \infty$ and for each $k \in \mathbb{N}$ and $j=1,2$ let

1. $\tilde{N}_{i, k}^{(j)}:=\max \left\{\nu_{k}+2,\left[\tilde{h}_{k}^{(j)}\left(\nu_{k}\right)\right]^{\left.\frac{S_{i}^{2}}{\Delta^{2}}\right\}, \quad \forall i=1, \ldots, k+1 . ~ . ~ . ~}\right.$
2. $\tilde{N}_{i, k}^{(j *)}:=\max \left\{\tilde{\nu}_{k}^{(j *)}+2,\left[\tilde{h}_{k}^{(j)}\left(\tilde{\nu}_{k}^{(j *)}\right)\right]^{2} \frac{S_{i}^{2}}{\Delta^{2}}\right\}, \quad \forall i=1, \ldots, k+1$.

If $\sigma_{i}^{2} e>\Delta^{2}, \forall i \in \mathbb{N}$, then

1. $\tilde{N}_{i, k}^{(j *)} \sim\left[\tilde{h}_{k}^{(j)}\left(\tilde{\nu}_{k}^{(j *)}\right)\right]^{2} \frac{\sigma_{i}^{2}}{\Delta^{2}}$ as $k \rightarrow \infty \quad, \quad \forall i \in \mathbb{N}, \quad \mathbb{P}-$ a.s.
2. Moreover, if there exists $K>0$ such that $\nu_{k} \leq\left[\tilde{h}_{k}^{(j)}\left(\nu_{k}\right)\right]^{2} \frac{\sigma_{i}^{2}}{\Delta^{2}}, \forall k>K$, then $\liminf _{k \rightarrow \infty} \frac{\tilde{N}_{i, k}^{(j)}}{\tilde{N}_{i, k}^{(j)}} \geq 1, \quad \forall i \in \mathbb{N}, \quad \mathbb{P}$-a.s.

Proof. We prove for the case $j=1$ while the case $j=2$ may be treated by similar arguments. Since $\nu_{k} \rightarrow \infty$ and the $S_{i}^{2}$ 's are unbiased estimators of $\sigma_{i}^{2}$ 's


Fig 3. Optimal choice of parameters for Dudewicz and Dalal's procedure for different values of $p$ and $k$, for $\sigma_{i}^{2} \equiv \Delta^{2}=1$. (a.) The exact $h_{k}^{(1)}(\nu)$ for different values of $p$ (solid lines of different colors) vs. the asymptotic $\tilde{h}_{k}^{(1)}(\nu)$ (dashed orange line), for $k=10^{5}$, as a function of $\nu$. The orange diamond represent the minimum $\left(\tilde{\nu}_{k}^{(1 *)}, \tilde{h}_{k}^{(1 *)}\right)$ as found by the first order condition in eq. (4.38). The other colored diamonds are the optimal values $\left(\nu_{k}^{(1 *)}, h_{k}^{(1 *)}\right)$ minimizing $h_{k}^{(1)}(\nu)^{2}$ for different values of $p$. In all cases the computed $h_{k}^{(1)}(\nu)^{2}$ was monotonically decreasing in $\nu$, and $\nu_{k}^{(1 *)}$ was the solution of $\nu+2=h_{k}^{(1)}(\nu)^{2}$. (b.) The optimal parameter $\nu_{k}^{(1 *)}$ for different values of $p$, and the approximate optimal value $\tilde{\nu}_{k}^{(1 *)}$, as a function of $k$, shown on a log-scale. The slope for the approximation is lower than the slope of the exact lines, indicating that for large $k, \tilde{\nu}_{k}^{(1 *)}$ underestimate $\nu_{k}^{(1 *)}$ for this case. (c.) The resulting optimal expected sample size $\mu_{k}^{(1 *)}$ as function of $k$. For the approximation the approximate sample size $\tilde{\mu}_{k}^{(1 *)}$ (dashed orange) and the exact expected sample size for $p=\frac{1}{2}$, evaluated at the approximate optimum, $\mu_{k}^{(1)}\left(\tilde{\nu}_{k}^{(1 *)}\right)$ (solid orange) are shown. The slope for the approximation $\tilde{\mu}_{k}^{(1 *)}$ is higher than the slope of the exact expected sample sizes. However, the exact expected sample size at our approximate solution $\mu_{k}^{(1)}\left(\tilde{\nu}_{k}^{(1 *)}\right)$ matches for this case the optimal exact expected sample size for $p=\frac{1}{2}$.
computed using independent samples from independent populations, we may use the strong law of large numbers throughout the proof.

1. The following approximation stems from the strong law of large numbers and eq. (4.49):

$$
\begin{equation*}
\left[\tilde{h}_{k}^{(1)}\left(\nu_{k}\right)\right]^{2} \frac{S_{i}^{2}}{\Delta^{2}} \sim\left[\tilde{h}_{k}^{(1)}\left(\nu_{k}\right)\right]^{2} \frac{\sigma_{i}^{2}}{\Delta^{2}} \quad \text { as } k \rightarrow \infty, \forall i \in \mathbb{N}, \quad \mathbb{P}-a . s . \tag{4.50}
\end{equation*}
$$

Let $i \in \mathbb{N}$ and consider the sequence $\left\{\tilde{\nu}_{k}^{(1 *)}\right\}$. Theorem 4.4 states that $\tilde{\nu}_{k}^{(1 *)} \sim 2 \ln (k)$ and $\tilde{h}_{k}^{(1)}\left(\tilde{\nu}_{k}^{(1 *)}\right) \sim \sqrt{2 e \ln (k)}$, hence the fact that $\frac{\sigma_{i}^{2}}{\Delta^{2}} e>1$ implies that almost surely, up to a finite prefix

$$
\begin{equation*}
\tilde{\nu}_{k}^{(1 *)}+2 \leq\left[\tilde{h}_{k}^{(1)}\left(\tilde{\nu}_{k}^{(1 *)}\right)\right]^{2} \frac{S_{i}^{2}}{\Delta^{2}} \tag{4.51}
\end{equation*}
$$

Thus, almost surely, up to a finite prefix $\tilde{N}_{i, k}^{(1 *)}$ is given by its second argument, i.e.

$$
\begin{equation*}
\tilde{N}_{i, k}^{(1 *)} \sim\left[\tilde{h}_{k}^{(1)}\left(\tilde{\nu}_{k}^{(1 *)}\right)\right]^{2} \frac{\sigma_{i}^{2}}{\Delta^{2}} \text { as } k \rightarrow \infty, \mathbb{P}-\text { a.s. } \tag{4.52}
\end{equation*}
$$

Therefore, since the intersection of a countable number of events of probability one is a an event of probability one, the claim follows.
2. Let $i \in \mathbb{N}$. Since the inequality $\nu_{k} \leq\left[\tilde{h}_{k}^{(1)}\left(\nu_{k}\right)\right]^{2} \frac{\sigma_{i}^{2}}{\Delta^{2}}$ holds for every $k$ which is large enough, the strong law of large numbers implies that $\tilde{N}_{i, k}^{(1)} \sim$ $\left[\tilde{h}_{k}^{(1)}\left(\nu_{k}\right)\right]^{2} \frac{\sigma_{i}^{2}}{\Delta^{2}}$ and hence:

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \frac{\tilde{N}_{i, k}^{(1)}}{\tilde{N}_{i, k}^{(1 *)}}=\liminf _{k \rightarrow \infty} \frac{\left[\tilde{h}_{k}^{(1)}\left(\nu_{k}\right)\right]^{2} \frac{\sigma_{i}^{2}}{\Delta^{2}}}{\left[\tilde{h}_{k}^{(1)}\left(\nu_{k}^{(1 *)}\right)\right]^{2} \frac{\sigma_{i}^{2}}{\Delta^{2}}} \geq 1 \tag{4.53}
\end{equation*}
$$

## 5. Discussion

In this work we proved limit theorems for linear combinations of partial maxima, and demonstrated their utility by using them to derive the asymptotic behaviors of several selection procedures under different statistical frameworks. The specific contributions to the R\&S theory in Sections 3 and 4 shed new light on existing popular procedures, and offer natural avenues for future research. In particular, Section 3 studies a new asymptotic regime where the number of populations to be selected is determined as a function of the total number of populations. Studying the behavior of other R\&S procedures in this regime can lead to similar generalization of other known results. In Section 4 we have shown that the guarantees of the procedure of Dudewicz and Dalal [16] are asymptotically superior to that of Rinott [42]. While several authors proposed new procedures based on Rinott's procedure [1, 7, 41], it would be interesting to develop R\&S procedures based on Dudewicz and Dalal 's procedure. If such new procedures are found, would they be better than the current Rinott's-based procedures? More questions related to the comparison between the two procedures in $[16,42]$ are

1. Can one apply the techniques we used for studying $h_{k}^{(1)}, h_{k}^{(2)}$ to derive similar asymptotic results for $h_{k}^{*}$ ?
2. Can one prove rigorously that our conjecture that $N_{0} \sim 2 \ln (k)$ samples for the first stage of both procedures is optimal, hence the relative efficiency
of the two procedures under optimal choice of $\nu$ is one? can similar results be proven for the asymptotic expected sample size of the two procedures under optimal choice of the $N_{0}$ parameter?
3. What is the relative efficiency of the two procedures when considering the actual probability for correct selection instead of its bounds?

Beyond the procedures discussed in this work, it would be interesting to apply our approach more generally to study the asymptotic attributes of other, more modern, R\&S procedures such as the ones proposed in [21, 33, 41].

Other asymptotic regimes for R\&S procedures can also be studied using tools from extreme value theory - for example, in [39] it was shown that Rinott's procedure is asymptotically inefficient in the sense of [13], i.e. in the asymptotic regime where $\Delta^{*} \downarrow 0$. As the number of items $k$ is increased, it is of interest to study the case where the indifference parameter $\Delta^{*}$ is decreased, for example $\Delta^{*}(k) \propto k^{-1}$. This case arises naturally when the populations have parameters $\theta_{i}$ within a prespecified range, or drawn from a certain prior distribution in a Bayesian setting, as was studied for example in [17, 47]. As the number of selected items $s_{k}$ is increased, it is also of interest to relax the requirement for correct selection, and allow approximate correct selection, for example requiring correct selection of $(1-\delta) s_{k}$ items for some predefined $\delta>0$.

Taking a broader view, this work points to an interesting relation between extreme value theory (a nice introduction is provided by the books [25, 38]) and the asymptotic behavior of R\&S procedures. Therefore, other results from extreme value theory can be naturally applied to R\&S procedures - for example, it would be interesting yet challenging to develop and apply limit theorems for maxima of dependent random variables, in order to study R\&S procedures for dependent populations.

Finally, the limit theorems proved in Section 2 may be applied to other fields beyond that of R\&S procedures. In a well known application of extreme value theory, it is used to calculate the statistical significance of a local sequence alignment in computational biology [14]. In this application, deriving the distribution of the best (maximal) sequence alignment under the null is required in order to establish whether two aligned sub-sequences are significantly similar, in an hypothesis testing framework. Sometimes a single sequence alignment does not provide sufficient statistical evidence against the null, and pooling information from several local sequence alignments in the same region is required - hence the need to calculate the distribution of the sum of several maxima under the null, which can hopefully be achieved using our theorems. We hope that the current work will stimulate search for further applications and generalizations of our theorems.

## Acknowledgements

The authors express their deep gratitude to Pavel Chigansky for fruitful conversations and to Yosef Rinott for sharing his insights about his previous work.

## References

[1] Ahmed, M. and Alkhamis, T. (2002). Simulation-based optimization using simulated annealing with ranking and selection. Computers \& Operations Research, 29(4):387-402.
[2] Alzer, H. (2001). Mean-value inequalities for the polygamma functions. Aequationes Mathematicae, 61(1-2):151-161. MR1820816
[3] Banks, J. (1998). Handbook of simulation: principles, methodology, advances, applications, and practice. John Wiley \& Sons.
[4] Bechhofer, R. (1954). A single-sample multiple decision procedure for ranking means of normal populations with known variances. The Annals of Mathematical Statistics, 25(1):16-39. MR0060197
[5] Bechhofer, R., Goldsman, D., Dunnett, C., and Hartmann, M. (1990). A comparison of the performances of procedures for selecting the normal population having the largest mean when the populations have a common unknown variance. Communications in Statistics-Simulation and Computation, 19(3):971-1006. MR1085562
[6] Billingsley, P. (2013). Convergence of probability measures. John Wiley \& Sons, New York. MR0233396
[7] Boesel, J., Nelson, B., and Kim, S. (2003). Using ranking and selection to "clean up" after simulation optimization. Operations Research, 51(5):814825. MR2002759
[8] Branke, J., Chick, S., and Schmidt, C. (2007). Selecting a selection procedure. Management Science, 53(12):1916-1932.
[9] Chen, C.-h. and Lee, L. H. (2011). Stochastic simulation optimization: an optimal computing budget allocation, volume 1. World scientific.
[10] Chen, C. H., Lin, J., Yücesan, E., and Chick, S. E. (2000). Simulation budget allocation for further enhancing the efficiency of ordinal optimization. Discrete Event Dynamic Systems, 10(3):251-270. MR1774806
[11] Chick, S. E. (2006a). Bayesian ideas and discrete event simulation: why, what and how. In Simulation Conference, 2006. WSC 06. Proceedings of the Winter, pages 96-106. IEEE.
[12] Chick, S. E. (2006b). Subjective probability and bayesian methodology. Handbooks in Operations Research and Management Science, 13:225-257.
[13] Chow, Y. and Robbins, H. (1965). On the asymptotic theory of fixed-width sequential confidence intervals for the mean. The Annals of Mathematical Statistics, 36(2):457-462. MR0172423
[14] Dembo, A., Karlin, S., and Zeitouni, O. (1994). Limit distribution of maximal non-aligned two-sequence segmental score. The Annals of Probability, pages 2022-2039. MR1331214
[15] Dudewicz, E. (1971). Non-existence of a single-sample selection procedure whose p (cs) is independent of the variances. South African Statistical Journal, 5(1):37-39.
[16] Dudewicz, E. and Dalal, S. (1975). Allocation of observations in ranking and selection with unequal variances. Sankhyā: The Indian Journal of Statistics, Series B, pages 28-78. MR0652560
[17] Ein-Dor, L., Zuk, O., and Domany, E. (2006). Thousands of samples are needed to generate a robust gene list for predicting outcome in cancer. Proceedings of the National Academy of Sciences, 103(15):59235928.
[18] Ferguson, T. (1996). A course in large sample theory. Chapman \& Hall London. MR1699953
[19] Forgionne, G. (1983). Corporate management science activities: an update. Interfaces, 13(3):20-23.
[20] Frazier, P. I., K. A. M. (2011). Guessing preferences: A new approach to multi- attribute ranking and selection. In In Simulation Conference (WSC), Proceedings of the 2011 Winter, pages 4319-4331.
[21] Frazier, P. I. (2014). A fully sequential elimination procedure for indifference-zone ranking and selection with tight bounds on probability of correct selection. Operations Research, 62(4):926-942. MR3246087
[22] Fu, M. (1994). Optimization via simulation: A review. Annals of operations research, 53(1):199-247. MR1310608
[23] Fu, M. C. et al. (2015). Handbook of simulation optimization, volume 216. Springer. MR3307628
[24] Fu, M. C., Glover, F. W., and April, J. (2005). Simulation optimization: a review, new developments, and applications. In Simulation conference, 2005 proceedings of the winter, pages 13-pp. IEEE.
[25] Galambos, J. (1979). The asymptotic theory of extreme order statistics. John Wiley \& Sons, New York. MR0489334
[26] Ghosh, B. (1975). On the distribution of the difference of two $t$ variables. Journal of the American Statistical Association, 70(350):463-467. MR0381179
[27] Gibbons, J., Olkin, I., and Sobel, M. (1999). Selecting and ordering populations: a new statistical methodology. SIAM. MR1698291
[28] Goldsman, D. and Nelson, B. (1998). Comparing systems via simulation. Handbook of simulation: Principles, methodology, advances, applications, and practice, pages 273-306.
[29] Grigelionis, B. (2013). Student's t-distribution and related stochastic processes. Springer. MR2954063
[30] Gupta, S. and Panchapakesan, S. (2002). Multiple decision procedures: theory and methodology of selecting and ranking populations. SIAM. MR1947096
[31] Harpell, J., Lane, M., and Mansour, A. (1989). Operations research in practice: A longitudinal study. Interfaces, 19(3):65-74.
[32] Jacobson, L. and Schruben, S. (1989). Techniques for optimization response optimization. Operations Research Letters, 8:1-9. MR0983566
[33] Kim, S.-H. and Nelson, B. L. (2001). A fully sequential procedure for indifference-zone selection in simulation. ACM Transactions on Modeling and Computer Simulation (TOMACS), 11(3):251-273.
[34] Kim, S. H. and Nelson, B. L. (2006a). On the asymptotic validity of fully sequential selection procedures for steady-state simulation. Operations Research, 54(3):475-488. MR2232974
[35] Kim, S. H. and Nelson, B. L. (2006b). Selecting the best system. Handbooks in operations research and management science, 13:501-534.
[36] Kleijnen, J. P. (2008). Design and analysis of simulation experiments, volume 20. Springer. MR2356495
[37] Lane, M., Mansour, A., and Harpell, J. L. (1993). Operations research techniques: A longitudinal update 1973-1988. Interfaces, 23(2):63-68.
[38] Leadbetter, M., Lindgren, G., and Rootzén, H. (2012). Extremes and related properties of random sequences and processes. Springer Science \& Business Media. MR0691492
[39] Mukhopadhyay, N. (1979). Some comments on two-stage selection procedures. Communications in Statistics-Theory and Methods, 8(7):671-683. MR0532867
[40] Mukhopadhyay, N. and Solanky, T. (1994). Multistage selection and ranking procedures: second order asymptotics, volume 142. CRC Press. MR1275835
[41] Nelson, B., Swann, J., Goldsman, D., and Song, W. (2001). Simple procedures for selecting the best simulated system when the number of alternatives is large. Operations Research, 49(6):950-963.
[42] Rinott, Y. (1978). On two-stage selection procedures and related probability-inequalities. Communications in Statistics-Theory and methods, 7(8):799-811.
[43] Robbins, H. and Siegmund, D. (1967). Iterated logarithm inequalities and related statistical procedures. Department of Statistics, Stanford University.
[44] Shannon, R., Long, S., and Buckles, B. (1980). Operation research methodologies in industrial engineering: A survey. AIIE Transactions, 12(4):364367.
[45] Stein, C. (1945). A two-sample test for a linear hypothesis whose power is independent of the variance. The Annals of Mathematical Statistics, 16(3):243-258.
[46] Wang, H. and Kim, S. (2013). Reducing the conservativeness of fully sequential indifference-zone procedures. IEEE Transactions on Automatic Control, 58(6):1613-1619.
[47] Zuk, O., Ein-Dor, L., and Domany, E. (2007). Ranking under uncertainty. In Proceedings of the Twenty-Third Conference on Uncertainty in Artificial Intelligence, pages 466-473. AUAI Press.

