
DOI: 10.1126/science.1179050
, 257 (2009);326 Science

 et al.Ido Amit
Mediating Pathogen Responses
Unbiased Reconstruction of a Mammalian Transcriptional Network

 This copy is for your personal, non-commercial use only.

 clicking here.colleagues, clients, or customers by 
, you can order high-quality copies for yourIf you wish to distribute this article to others

 
 here.following the guidelines 

 can be obtained byPermission to republish or repurpose articles or portions of articles

 
 ): April 1, 2013 www.sciencemag.org (this information is current as of

The following resources related to this article are available online at

 http://www.sciencemag.org/content/326/5950/257.full.html
version of this article at: 

including high-resolution figures, can be found in the onlineUpdated information and services, 

http://www.sciencemag.org/content/suppl/2009/09/03/1179050.DC1.html 
can be found at: Supporting Online Material 

 http://www.sciencemag.org/content/326/5950/257.full.html#related
found at:

can berelated to this article A list of selected additional articles on the Science Web sites 

 http://www.sciencemag.org/content/326/5950/257.full.html#ref-list-1
, 8 of which can be accessed free:cites 28 articlesThis article 

24 article(s) on the ISI Web of Sciencecited by This article has been 

 http://www.sciencemag.org/content/326/5950/257.full.html#related-urls
41 articles hosted by HighWire Press; see:cited by This article has been 

 http://www.sciencemag.org/cgi/collection/genetics
Genetics

subject collections:This article appears in the following 

registered trademark of AAAS. 
 is aScience2009 by the American Association for the Advancement of Science; all rights reserved. The title 

CopyrightAmerican Association for the Advancement of Science, 1200 New York Avenue NW, Washington, DC 20005. 
(print ISSN 0036-8075; online ISSN 1095-9203) is published weekly, except the last week in December, by theScience 

 o
n 

A
pr

il 
1,

 2
01

3
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://oascentral.sciencemag.org/RealMedia/ads/click_lx.ads/sciencemag/cgi/reprint/L22/563046699/Top1/AAAS/PDF-R-and-D-Systems-Science-130301/ICI-Travel-Grant-banner-ad-Science.raw/1?x
http://www.sciencemag.org/about/permissions.dtl
http://www.sciencemag.org/about/permissions.dtl
http://www.sciencemag.org/content/326/5950/257.full.html
http://www.sciencemag.org/content/326/5950/257.full.html#related
http://www.sciencemag.org/content/326/5950/257.full.html#ref-list-1
http://www.sciencemag.org/content/326/5950/257.full.html#related-urls
http://www.sciencemag.org/cgi/collection/genetics
http://www.sciencemag.org/


19. E. Y. Huang et al., J. Bacteriol. 179, 5648 (1997).
20. Y. A. Hannun, C. Luberto, Trends Cell Biol. 10, 73 (2000).
21. P. W. van der Wielen et al., Science 307, 121 (2005).
22. M. M. Yakimov et al., Curr. Opin. Biotechnol. 18, 257 (2007).
23. A. F. Pronk et al., J. Bacteriol. 177, 75 (1995).
24. O. V. Golyshina, K. N. Timmis, Environ. Microbiol. 7,

1277 (2005).
25. D. A. Pearce, F. Sherman, J. Bacteriol. 181, 4774 (1999).
26. J. D. Woodson et al., J. Bacteriol. 185, 7193 (2003).
27. Y. Jiao et al., Appl. Environ. Microbiol. 71, 4487 (2005).
28. This research was supported by the BIO2006-11738,

CSD2007-00005, GEN2006-27750-C-4-E, BFU2008-

04398-E/BMC, and KBBE-226977 projects. A.B and Y.A-R
thank the Spanish MEC for the FPU and FPI fellowships.
F.P. thanks the Spanish MEC for the BIO2006-15318 project.
K.N.T, O.V.G., and P.N.G acknowledge the Federal Ministry
for Science and Education (BMBF) for a grant in the
framework of the BiotechGenoMik program, and
K.N.T. thanks the Fonds der Chemischen Industrie
for generous support. Authors are deeply indebted to
A. Yanenko for sampling Kolguev Island coastal water and
to the captain and crew of Research Vessel Urania for their
assistance in deep-sea sampling in the Mediterranean
Sea and to J. Manuel Franco for statistical analyses.

Supporting Online Material
www.sciencemag.org/cgi/content/full/326/5950/252/DC1
Materials and Methods
SOM Text
Figs. S1 to S14
Tables S1 to S6
References
Movie S1

26 March 2009; accepted 19 August 2009
10.1126/science.1174094

Unbiased Reconstruction of a
Mammalian Transcriptional Network
Mediating Pathogen Responses
Ido Amit,1,2,3,4 Manuel Garber,1* Nicolas Chevrier,2,3* Ana Paula Leite,1,5* Yoni Donner,1*
Thomas Eisenhaure,2,3 Mitchell Guttman,1,4 Jennifer K. Grenier,1 Weibo Li,2,3 Or Zuk,1
Lisa A. Schubert,6 Brian Birditt,6 Tal Shay,1 Alon Goren,1,7 Xiaolan Zhang,1 Zachary Smith,1
Raquel Deering,2,3 Rebecca C. McDonald,2,3 Moran Cabili,1 Bradley E. Bernstein,1,3,7
John L. Rinn,1 Alex Meissner,1 David E. Root,1 Nir Hacohen,1,2,3†‡ Aviv Regev1,4,8‡

Models of mammalian regulatory networks controlling gene expression have been inferred from
genomic data but have largely not been validated. We present an unbiased strategy to
systematically perturb candidate regulators and monitor cellular transcriptional responses.
We applied this approach to derive regulatory networks that control the transcriptional response
of mouse primary dendritic cells to pathogens. Our approach revealed the regulatory functions
of 125 transcription factors, chromatin modifiers, and RNA binding proteins, which enabled the
construction of a network model consisting of 24 core regulators and 76 fine-tuners that help
to explain how pathogen-sensing pathways achieve specificity. This study establishes a broadly
applicable, comprehensive, and unbiased approach to reveal the wiring and functions of a
regulatory network controlling a major transcriptional response in primary mammalian cells.

Regulatory networks controlling gene ex-
pression serve as decision-making circuits
within cells. For example, when immune

dendritic cells (DCs) are exposed to viruses,
bacteria, or fungi, they respond with transcrip-
tional programs that are specific to each pathogen
(1) and are essential for establishing appropriate
immunological outcomes (2). These responses
are initiated through specific receptors, such as
Toll-like receptors (TLRs), that distinguish broad
pathogen classes and are propagated through
well-characterized signaling cascades (2). How-
ever, little is known about how the transcriptional
network is wired to produce specific outputs.

Two major observational strategies have as-
sociated regulators with their putative targets on
a genome scale (3): Cis-regulatory models rely
on the presence of predicted transcription factor

binding sites in the promoters of target genes
(3–5), whereas trans-regulatory models are based
on correlations between regulator and target ex-
pression (3–6). Because promoter binding sites
and correlated expression are weak predictors of
functional regulator-target linkages, such approaches
are limited in their ability to produce reliable
models of transcriptional networks (3). A com-
plementary strategy is to systematically perturb
every regulatory input and measure its effect on
the expression of gene targets. This strategy has
been successfully used in yeast (7–9) and sea
urchin (10), but not in mammals.

A perturbation-based strategy for network
reconstruction. We developed a perturbation
strategy for reconstructing transcriptional net-
works in mammalian cells and used it to deter-
mine a network controlling the responses of DCs

to pathogens (Fig. 1). First, we profiled gene ex-
pression at nine time points after stimulation with
five pathogen-derived components and identi-
fied specific and shared genes that respond to
each stimulus (fig. S1A). We used these profiles
to identify 144 candidate regulators whose ex-
pression changed in response to at least one
stimulus (11) (fig. S1B, top). We also identified
a signature of 118 marker genes (fig. S1B, bot-
tom) that captures the complexity of the re-
sponse. We generated a validated lentiviral short
hairpin RNA (shRNA) library for 125 of the
144 candidate regulators (fig. S1C, top), used it
to systematically perturb each of the regulators
in DCs, stimulated the cells with a pathogen com-
ponent, and profiled the expression of the 118-
gene signature (12) (fig. S1C, bottom). Finally,
we used the measurements from the perturbed
cells to derive a validated model of the regula-
tory network (fig. S1D).

Gene expression programs in response to
TLR agonists. We measured genome-wide ex-
pression profiles in DCs exposed to PAM3CSK4
(PAM), a synthetic mimic of bacterial lipopep-
tides; polyinosine-polycytidylic acid [poly(I:C)], a
viral-like double-stranded RNA; lipopolysaccharide
(LPS), a purified component from Gram-negative
Escherichia coli; gardiquimod, a small-molecule
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Fig. 1. A systematic strategy for network reconstruction. The strategy consists of four steps (left to right): state measurement using arrays; selection of regulators
and response signatures; network perturbation with shRNAs against each regulator, followed by measurement of signature genes; and network reconstruction from
the perturbational data.
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agonist; and CpG, a synthetic single-stranded
DNA. These compounds are known agonists of
TLR2, TLR3, TLR4, TLR7, and TLR9, respective-
ly. Poly(I:C) also activates the cytosolic viral RNA
sensor MDA-5, and LPS can also act through co-
receptors such as CD14; we therefore refer to the
ligands rather than their receptors for clarity. On
the basis of pilot experiments (fig. S2) (11), we
measured mRNA expression at 0.5, 1, 2, 4, 6, 8,
12, 16, and 24 hours after stimulation with these
pathogen components.

The observed transcriptional responses were
classified into a “PAM-like” program and a
“poly(I:C)-like” program, as well as a shared re-
sponse [24.5% shared by PAM, poly(I:C), and
LPS]. The LPS response (Fig. 2 and fig. S3) was
largely the union of the “PAM-like” and “poly(I:C)-
like” programs. This is partly explained by the
known signaling pathways activated by these
agonists. PAM binds TLR2 and signals through
the MYD88 pathway; poly(I:C) binds TLR3 and
MDA-5 and signals mostly through the TRIF
and IPS-1 pathways, respectively; and LPS binds
TLR4 and co-receptors and uses the MYD88 and
TRIF pathways (13). It is also consistent with the
known induction of an antiviral response by poly
(I:C) and LPS (14). The “PAM-like” program is
enriched for targets of the transcription factor
NF-kB and for inflammatory responsive genes
(P < 6.1 × 10−8), whereas the “poly(I:C)-like”
program is enriched for interferon regulatory
factors (IRFs) and for viral- and interferon-
responsive genes (ISGs; P < 8.3 × 10−24). We
thus term them the “inflammatory-like” and
“antiviral-like” programs. A small number of
genes are specific to a single stimulus. For
example, ~250 genes are poly(I:C)-specific
(1250 are shared with LPS), including several
type I interferons (e.g., IFNA2, IFNA4; Fig.
2A). Surprisingly, 82% of the gardiquimod
(TLR7) and CpG (TLR9) response was shared
with the LPS response, but with a weaker
antiviral component (fig. S4). This observation
is unexpected given their different signaling
mechanisms (15), but is highly reproducible and
robust (fig. S4) (11).

Identification of candidate regulators and a
response signature. To select potential regula-
tors that mediate the observed transcriptional
response, we focused on regulator genes whose
expression changes during pathogen sensing [a
reasonable assumption for many mammalian
responses (16, 17), including pathogen sensing
(1, 4)]. First, we reconstructed an observational
trans-model of gene regulation (fig. S1B, top,
and fig. S5A) (11) that associated 80 modules of
co-regulated genes with 608 predictive regula-
tors (fig. S5B) (4, 11, 18, 19) automatically
chosen out of a curated list of 3287 candidate
regulators (11). Filtering identified 117 regula-
tors above a minimal expression signal in at
least one experiment (fig. S5B). These included
known regulators from the NF-kB, STAT, and
IRF families, as well as unexpected candidates
such as the circadian regulator Timeless and

the DNA methyltransferase Dnmt3a. Second,
we added five constitutively expressed regula-
tors whose cis-regulatory elements are en-
riched in the responsive genes (11). Third, to
capture delayed responses or nonlinear rela-
tions, we incorporated 22 regulators whose ex-
pression changed by at least a factor of 2. This
resulted in 144 candidate regulators, with a dis-
tribution of expression patterns similar to the
general response (figs. S6 to S8 and table S1).
The regulators’ expression under LPS was con-
served between DCs and functionally similar
macrophages (Pearson correlation r = ~0.9 at
1 hour; fig. S9A) as well as between human mac-

rophages and mouse DCs (r = ~0.6 at 2 hours;
fig. S9B), supporting the functional relevance of
the regulators’ transcription.

To identify highly informative reporter genes
for monitoring the effects of perturbing regu-
lators, we devised GeneSelector (fig. S10A and
table S2) (11). GeneSelector incrementally chooses
genes (from our full expression data set) whose
expression profile improves our discrimination
of stimuli given the previously chosen genes.
Using this approach, we identified the optimal
time point (6 hours after activation; fig. S10B)
and a set of 81 genes that distinguished the stim-
uli (11). We added 37 candidate regulators with

Time (hours)
24120.5 161 2 4 6 8

Complete response
pIC

specific
Inflam

m
atory

A
LPS pIC PAM CpG GRDC

tr
l.

+

–

Tlr4
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membrane

Nuclear
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GRN1 GRN2
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B
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S
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Fig. 2. Gene expression response to pathogen
components. (A) mRNA profiles of the 1800
genes whose expression was induced by a
factor of at least 1.7 from baseline level in
both duplicates of at least one time point in
CD11c+ DCs stimulated with the indicated
pathogen component across a time course of 0,
0.5, 1, 2, 4, 6, 8, 12, 16, or 24 hours (tick marks;
pIC, poly(I:C); GRD, gardiquimod). Replicates
were collapsed and genes hierarchically
clustered (rows, genes; columns, experiments;
red, induced from baseline; blue, repressed
from baseline; white, unchanged from
baseline). (B) Model illustrating the differential
gene regulatory networks controlling the
antiviral [“poly(I:C)-like”] and inflammatory
(“PAM-like”) programs.
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detectable expression at the 6-hour time point,
creating a signature of 118 genes. Finally, we
added 10 control genes whose expression levels
were unchanged under all stimuli, but whose
(constant) basal levels varied from very low to
high.

Perturbations, profiling, and modeling. We
generated validated lentiviral shRNAs that knocked
down the expression of 125 of our 144 candi-
date regulators in bone marrow DCs by at least
75% (fig. S11 and table S3) (11) and 32 shRNAs
with no known gene targets as controls (figs. S12
and S13 and table S4) (11). To carry out our
perturbational study, we selected a single treat-
ment, LPS, that activates the majority of both the
“inflammatory-like” and “antiviral-like” programs.
After stimulation of shRNA-perturbed DCs with
LPS for 6 hours, we used nCounter (12) to count
transcripts of the 118 reporter and 10 control
genes.

The changes in signature gene expression re-
sulting from infection with each shRNA were
used to construct a model that associated regu-
lators to their targets. We expected increases in
the transcript levels of reporter genes whose re-
pressors are targeted by knockdown, and decreases
in reporters whose activators are targeted. Our
false discovery rate (FDR) model estimates the
statistical significance of a change in transcripts
in DCs infected with a given shRNA (11). We
controlled for gene-specific noise by comparing
to changes in the expression of each gene after
perturbation with the control shRNAs (Fig. 3A),
and for shRNA-specific noise by comparing to
changes in the expression of the control genes
after a given shRNA perturbation (Fig. 3B). We
estimated the sensitivity of our calls from the 37
regulators, which are also included as target
reporters (fig. S14) (11).

On the basis of these results, we identified a
densely overlapping network with 2322 signif-
icant regulatory connections, including 1728 ac-
tivations and 594 repressions (Fig. 3B, red and
blue, respectively, at 95% confidence; tables S5
to S7). Of the 125 tested regulators, we confi-
dently identified 100 with at least four targets.
Among those were 24 hub regulators that were
predicted to regulate more than 25% of the 118
genes measured, as well as 76 specific regulators
each affecting the expression of 4 to 25 genes.
On average, ~14 (T8; SD) regulators activated a
target gene, and 5 (T5.8) regulators repressed it.
Indirect effects may account for the large number
of regulators we observed for each target.

Our perturbational model captured known
regulatory features of the response, but also iden-
tified novel regulators. The reporter genes parti-
tioned into two main clusters according to their
response to perturbations (Fig. 3B and fig.
S15A), consistent with the expression data: the
“antiviral poly(I:C)–like” program reporters (e.g.,
Cxcl10, Isg15, and Ifit1) and the “inflammatory
(PAM)–like” program reporters [e.g., IL1b,
Cxcl2, IL6, and IL12b). We also found many
known regulatory relations—for example, the

NF-kB family of transcription factors (Rel, Rela,
Relb, Nfkb1, Nfkb2, and Nfkbiz) regulating their
known inflammatory gene targets. Our network
provided evidence for the involvement of at
least 68 additional regulators in the response to
pathogens, of which 11 were hubs not previ-
ously associated with this system. Interestingly,
12 of the identified regulators (e.g., Hhex, Fus,
Bat5, and Pa2g4) are in linkage disequilibrium
with single-nucleotide polymorphisms (SNPs)
associated with autoimmune and related diseases
in genome-wide association studies (table S8).

The core inflammatory and antiviral pro-
grams. We next addressed how each regulator
contributes to the generation of specific cell
states. We first automatically defined the two
major states induced by the five pathogen com-
ponents with the use of non-negative matrix
factorization (NMF) (20) and the original array
data (11). This procedure identified two major
expression components (termed “metagenes”):
one predominantly determined by genes from
the “inflammatory-like” program and the other
by genes from the “antiviral-like” programs (Fig.
2A). Next, we quantified the effects of each reg-
ulator’s knockdown on these two states (Fig.
3B, fig. S15A, and table S9) by classifying the
nCounter expression measurements after a reg-
ulator’s perturbation (20, 21).

Finally, we used a regulator ranking score
(11) to assign 33 (8 known) genes as regulators
of the inflammatory state and 33 (15 known)
genes as regulators of the antiviral state. This
accurately classified the known activators of the
inflammatory response (e.g., the NF-kB factors
Rela, Nfkbiz, and Nfkb1; Fig. 3C, yellow in the
inflammatory metagene) and of the antiviral
response (e.g., Stat1, Stat2, Stat4, Irf8, and Irf9;
Fig. 3C, yellow in the viral metagene). Al-
though all perturbation experiments were con-
ducted only under LPS stimulation (a bacterial
component), we correctly classified factors known
to mediate the response to other stimuli. Because
34 additional regulators were associated with both
responses, it is possible that a single regulator
can control genes in either state, depending on
the differential timing of regulator activation, its
level, or combinatorial regulation. Notably, for
12 of the transcription factors examined, we
found an enriched cis-regulatory element in the
appropriate metagene (11).

On the basis of the NMF scores (table S9),
we identified an inflammatory subnetwork (fig.
S15B), an antiviral subnetwork (Fig. 4A and fig.
S15C), and several fine-tuning subnetworks that
affect smaller numbers of genes from both re-
sponses (figs. S15D and S16) (11). The inflam-
matory subnetwork (fig. S15B) consisted of three
regulatory modes: dominant activators (Cebpb,
Bcl3, and Cited2) that induce more inflamma-
tory targets than antiviral ones; cross-inhibitors
(Nfkbiz, Nfkb1, Atf4, and Pnrc2) that induce in-
flammatory genes while repressing antiviral ones;
and specific activators (Runx1 and Plagl2) that
almost entirely target inflammatory genes. We

observed that dominant activators mostly regulate
effectors, whereas regulators are primarily
controlled by cross-inhibitors.

Focusing on the network architecture, we
found multiple feedforward circuits in this re-
sponse, where an upstream regulator controls
a target gene both directly and indirectly through
a secondary regulator (22) (e.g., Fig. 4B and
tables S10 and S11). The majority (76%, 4892 of
6444) of these feedforward circuits were found
to be coherent (22), having the same direct and
indirect effect on the regulated gene. The vast
majority (80%) are type I loops (23) (Fig. 4B)
with all-positive regulation (e.g., Nfkbiz activates
E2f5 and both activate IL-6). Such feedforward
circuits respond to persistent rather than transient
stimulation, protecting the system from respond-
ing to spurious signals, as was shown for one
circuit in LPS-stimulated macrophages (24). Our
finding suggests that coherent feedforward loops,
especially class I (22), are a general design prin-
ciple in this system and may have a physiolog-
ical impact on this response.

In the antiviral subnetwork, we identified a
two-tiered regulatory circuit combining feed-
forward and feedback loops (Fig. 4A and table
S11). This circuit has at the top the antiviral reg-
ulators Stat1 and Stat2, which regulate a full
complement of antiviral reporters. The second-
tier regulators Timeless, Rbl1, and Hhex are con-
trolled by Stat1 and Stat2 and most likely form
coherent feedforward loops that target specific
subsets of genes. Timeless, Rbl1, and Hhex also
feed back and promote the expression of the Stat
regulators. This circuit is repressed through the
cell cycle regulator and RNA binding protein Fus
(25), acting as a single dominant inhibitor of 43
viral genes.

Finally, we derived a core network incor-
porating the regulators with the most substantial
impact on each response, on the basis of the
number, magnitude, and logic of targets that each
regulator affects (11). The core network (Fig. 4C)
has 24 regulators, 13 of which have previously
been identified as key factors regulating the in-
flammatory or antiviral responses; the other 11
have not been previously implicated in either re-
sponse. Of these 24 regulators, 19 are transcrip-
tion factors, three are chromatin modifiers, and
two are RNA binding proteins. The regulators
apparently distinguish the two programs through
cross-inhibition (Fig. 4C, gray lines) or domi-
nant activation (Fig. 4C). The core network also
explains how differential expression of secreted
factors is specified, leading to the activation and
migration of appropriate cell types for different
pathogens (11, 26) (fig. S17).

Embedded within the many known regula-
tors of the antiviral response (Fig. 4C and fig.
S15C), we found a large set of regulators not
previously associated with this response. These
included several known regulators of the cell cycle
and the circadian rhythm, including Rbl1, Jun, Rb,
E2f5, E2f8, Nmi, Fus, and Timeless, several of
which were placed in our core network. This

www.sciencemag.org SCIENCE VOL 326 9 OCTOBER 2009 259

RESEARCH ARTICLES

 o
n 

A
pr

il 
1,

 2
01

3
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/


3000

2000

1000

0

Control shRNA Regulator shRNA

Inflammatory
Anti-viral

Regulators (shRNA perturbation)

O
ut

pu
t g

en
es

 (
ex

pr
es

si
on

)
# 

of
 m

ol
ec

ul
es

R
ep

re
ss

o
r

A
ct

iv
at

o
r

FDR #1
gene x

Not significant

Repressor
Activator

Discrete calling:

A

C

B

S
ta

t1
S

ta
t2

S
ta

t4
Ir

f9
Ir

f8

Ju
n

T
im

el
es

s

Ir
f4

R
bl

1

N
m

i

F
us

A
tf4

R
el

a

N
fk

bi
z

N
fk

b1
R

nr
c2

P
um

2
C

eb
pb

Stat1

Stat2

Cxcl1
Cxcl2
Il1a
Il1b

Timeless

Il6
Ptgs2
Marco
Il12b

Il12a

Ifnb1
Cxcl11
Cxcl9
Cxcl10
Ifit1
Isg15
Il15
Il15ra
Mx2
Ifit3
Ifit2

25

20

10

0

Control genes Gene x

15

–5

–10

5

Z
 s

co
re

Control genes Gene x

F
D

R
 #2 

FDR #1

10

5

–5

–15

0

–20

–10

R
ep

re
ss

o
r

A
ct

iv
at

o
r

FDR #2

Not significant

Repressor
Activator

Discrete calling:

2 0

F
D

R
 #2 

shRNA regulator #1 shRNA regulator #2
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suggests that a cell cycle regulatory circuit was
co-opted to function in the antiviral response in
DCs (with no observable effect on cell cycle pro-
gression; fig. S18). Because we identified these
antiviral regulatory relations in perturbation ex-
periments using DCs stimulated with the bacte-
rial component LPS, we silenced four regulators
(Timeless, Rbl1, Jun, and Nmi) after exposure
to the viral component poly(I:C). Each of the
four regulators had a strong impact on the anti-
viral program, more than was observed under
LPS stimulation (Fig. 4D), and on affected genes
(e.g., type I IFNs) whose expression is poly(I:C)-
specific. Nmi affected a smaller set of genes,
consistent with the model’s prediction. These
results demonstrate our ability to correctly predict
function in unobserved conditions.

Although most antiviral genes are induced
after stimulation with the bacterial component

LPS, a few critical ones are expressed specifically
in poly(I:C) stimulation or follow distinct pat-
terns in each stimulus. For example, in response
to viral infection, cells induce the production of
interferon b1 (Ifnb1), a crucial mediator of the
antiviral response. Because high levels of Ifnb1
may be deleterious to the host if infected by
specific bacteria (27), we predicted that specific
mechanisms insulate Ifnb1’s regulation from the
response to LPS. Indeed, although Ifnb1 expres-
sion was induced in the first 2 hours of stimulation
with LPS, this expression declined at subsequent
time points, in contrast to its sustained induction
after poly(I:C) treatment (Fig. 5A). Our model
suggested that three regulators known to affect
chromatin remodeling (25, 28, 29) are Ifnb1
repressors in LPS (Fig. 5B): the Polycomb com-
plex subunit Cbx4 (28), Fus (25), and the DNA
methyltransferase Dnmt3a (29). Cbx4 appeared

to confer antiviral specificity to Ifnb1 induction
because it was induced within the first 2 hours
of PAM and LPS treatment but not by poly(I:C)
(Fig. 5C), and Cbx4 knockdown caused induc-
tion of Ifnb1 mRNA and protein during LPS
treatment (Fig. 5D and fig. S19A) but had no
effect on the induction of the chemokine Cxcl10,
a poly(I:C)- and LPS-induced gene (fig. S19B).
Cbx4 knockdown did not affect Ifnb1 during
PAM activation (Fig. 5E), when the antiviral re-
sponse is not induced. Combined with evidence
for chromatin changes around the Ifnb1 locus
and its closest neighbor gene, Ptplad2 (fig. S20A),
which has a similar dependence on Cbx4, these
data are consistent with an effect by Cbx4 on
local chromatin organization (fig. S20, B and C).
Cbx4 knockdown affected few genes (~120
up-regulated and ~120 down-regulated genome-
wide; table S12). Because most up-regulated

Fig. 4. The core regulatory circuits controlling the inflammatory and antiviral
responses. (A) The antiviral subnetwork shows regulatory relations between the
core antiviral regulators (blue nodes, top), their targets (boxes, bottom), each
other, and inflammatory regulators (green node, top right). The two top
regulators, Stat1 and Stat2, activate all antiviral targets (dashed blue arrows).
The second-tier regulators activate subsets of targets (dashed purple arrows).
(B) Examples of feedforward loop classes identified in the network, with fraction
of each class. (C) A core regulatory network of the inflammatory and antiviral

programs, consisting of the most distinct regulators, and their relation to
ligands and receptors (top). Pointed arrows, induction; blunt arrows, repression;
green ovals, inflammatory regulators; blue ovals, antiviral regulators. Example
target genes are noted. (D) nCounter expression profiles for the target genes
(rows) upon perturbation with shRNAs against a subset of viral regulators
(columns) and followed by stimulation with LPS (left) or poly(I:C) (right). All
values are normalized by expression in cells infected with a control shRNA and
under the same stimulus (shCtl).
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genes show a precise temporal pattern in un-
perturbed cells akin to that of Cbx4—they are
induced quickly and return to basal level by 2
to 4 hours (fig. S21, A to F)—we conclude that
a chromatin modifier can act like a transcription
factor controlling the precise expression of spe-
cific genes in the regulatory program.

Taken together, our results suggest a model
of a transcriptional negative feedback loop, con-
trolling Ifnb1 expression in LPS stimulation,
wherein the induced proinflammatory regulator
and chromatin modifier Cbx4 represses transcrip-
tion by modifying the chromatin in the Ifnb1
locus, generating the specificity needed to drive
the inflammatory versus the antiviral response
(Fig. 5F). The type III coherent feedforward
loop formed by Cbx4 and Dnmt3a (Fig. 4B) is
consistent with a delayed repression of Ifnb1.
Because neither regulator carries a sequence-
specific DNA binding domain, the factors re-
sponsible for their guidance to the Ifnb1 locus
remain unknown.

Discussion. A central goal of our study was
to address the mechanistic basis for pathogen-
specific responses. Consistent with previous
studies (14), we distinguished two key programs,
a PAM (TLR2)–like inflammatory response and
a poly(I:C) (TLR3/MDA-5)–like antiviral re-
sponse, which are together induced by LPS, a
Gram-negative bacterial component and a TLR4
ligand. These programs reflect both qualitative
and quantitative differences between the required
functional responses, and are consistent with the
cross-protection between certain bacteria and
virus infections (14). The broad effect of LPS

allowed us to focus on a single stimulus and time
point, but screens with other stimuli may identify
additional unique regulators.

We found that these two responses are con-
trolled by two corresponding regulatory arms,
uncovering a mechanistic basis for the observed
transcriptional responses. These two arms are
integrated into a core network of 24 regulators
that balance specific and shared responses through
dominant activation and cross-inhibition. In the
inflammatory response, we found several feed-
forward loops, which may ensure response to
only persistent and not sporadic signals. In the
antiviral response, we discovered a two-tiered cir-
cuit involving feedback and feedforward loops,
implicating a module of cell cycle regulators (Jun,
Rbl1, Timeless, and Nmi), which we directly
validated. More than 75 additional genes work
to further fine-tune the regulation of gene targets.
This perturbational model identifies many regu-
latory relations that would have been missed by
nonsystematic approaches.

Our work establishes an unbiased, straight-
forward, and general framework for network
reconstruction in mammalian cells (11), includ-
ing several strategies to leverage shRNA for the
study of gene regulation. This approach can be
executed at substantial scale and reasonable cost,
and is compatible with the challenge of decipher-
ing the multiple regulatory systems that operate
in mammals. It can be expanded to derive in-
creasingly detailed models and to distinguish
direct from indirect targets.

Our study will facilitate the development of
new computational approaches to infer regulatory

models. Although many computational ap-
proaches have attempted to derive observational
models, their quality has been difficult to evaluate
(3). The data generated here include expression
profiles for training a model, as well as a pertur-
bational unbiased screen for testing its quality
(ftp://ftp.broadinstitute.org/pub/papers/dc_network).
When we compared the perturbational model to
our observational model, we found that many
candidate regulators were correctly identified
in both (figs. S5 and S22). However, there were
also numerous false positive relations in the
observational model, attributable to the fact that
both the correct regulator and many others have
indistinguishable expression (figs. S22 and S23).

The high-resolution map we constructed has
important biomedical implications. By identifying
regulators that mediate the differential control
of specific gene pairs (e.g., IL-23 versus IL-12,
fig. S17) and entire regulatory arms (e.g., viral
versus inflammatory), it opens the way for ther-
apeutic targeting of specific pathways to control
disease or enhance vaccine efficacy. Further-
more, 12 of our regulators reside in genetic loci
that were in linkage disequilibrium with SNPs
associated with autoimmune and related dis-
eases. The identified genes and their impact on
DCs provide hypotheses to help explain how
alleles of genes in a cascade may alter suscep-
tibility to specific infections or immune disor-
ders in humans.
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Mapping Excited-State Dynamics
by Coherent Control of a Dendrimer’s
Photoemission Efficiency
Daniel G. Kuroda,1* C. P. Singh,1† Zhonghua Peng,2 Valeria D. Kleiman1‡

Adaptive laser pulse shaping has enabled impressive control over photophysical processes in
complex molecules. However, the optimal pulse shape that emerges rarely offers straightforward
insight into the excited-state properties being manipulated. We have shown that the emission
quantum yield of a donor-acceptor macromolecule (a phenylene ethynylene dendrimer tethered to
perylene) can be enhanced by 15% through iterative phase modulation of the excitation pulse.
Furthermore, by analyzing the pulse optimization process and optimal pulse features, we
successfully isolated the dominant elements underlying the control mechanism. We demonstrated
that a step function in the spectral phase directs the postexcitation dynamics of the donor
moiety, thus characterizing the coherent nature of the donor excited state. An accompanying
pump-probe experiment implicates a 2+1 photon control pathway, in which the optimal pulse promotes
a delayed excitation to a second excited state through favorable quantum interference.

Since ancient times, humans have been try-
ing to control the transformation of mat-
ter. For more than a century, absorption of

light has been used to initiate photochemical
reactions. It is only in the past 20 years, how-
ever, that researchers have devised techniques
to steer the ensuing dynamics through modula-
tion of the optical excitation field. Such quan-
tum, or coherent, control schemes (1–3) use
laser-derived electric fields to direct the motion

of wave packets along excited-state potential
energy surfaces (4–6). In principle, the phases
and amplitudes in the applied field necessary
to achieve a given outcome can be obtained from
the field’s coupling to the molecular Hamilto-
nian. In practice, rational design of the requisite
pulse shapes remains an insurmountable prob-
lem for large molecules in condensed phase:
The complete Hamiltonian is either unknown or
too complex to be used in electric field calcula-
tions. Instead, researchers have relied on empirical
methods whereby pulse shapes are determined
through iterative optimization using the desired
product (e.g., fluorescence quantum yield) as a
feedback parameter (7). Thus, photoinduced
processes can be actively manipulated without
previous knowledge of the Hamiltonian and the
light-matter couplings (8–11).

This closed-loop feedback technique has
proven powerfully versatile. For example, mod-

ulation of isomerization yield in the natural pho-
toreceptor bacteriorhodopsin (11), and control of
quantum efficiency in both natural and artificial
photosynthetic antennae by tuning spectral am-
plitude and phase in resonant linear excitation
(9, 12), were shown. Nonetheless, very few closed-
loop experiments have yielded optimal pulse
shapes that can be directly explained in terms of
known molecular properties of the system under
investigation (9, 11, 13–15). Major hindrances
to attain such insight are the often intricate rela-
tionship between the variables to be optimized
and the molecular response; the large number of
parameters used for the generation of arbitrarily
modulated pulses; and the often arbitrary, ran-
dom pathways to optimization generated by the
iteration algorithms. A major goal in the field is
thus to develop a procedure for gleaning molec-
ular insight from coherent control, especially in
systems where the photophysical or photochem-
ical pathways are presently unknown. For ex-
ample, using optimal control, Branderhorst et al.
(15) were able to identify wave packets with min-
imum position variance as candidates to minimize
coupling to the bath and thus increase coherence
robustness.

Our approach toward this end is to search for
a confined set of parameters that directly govern
the optimization. The idea is to express all the
independent electric field parameters obtained
from the collection of closed-loop optimization
data as a combined set, filtering out those var-
iables with redundant or negligible effects on
the molecular response (16–20). Ideally, it ought
to be more straightforward to associate these fewer
parameters with a physical property.

We apply this approach to coherent control
studies of the emissive properties of the phenylene
ethynylene dendrimer 2G2-m-Per (Fig. 1) (21),
designed to mimic natural light harvesting sys-
tems (22). Phenylene ethynylene dendrimers
are rigid macromolecules with a high quantum
yield for energy transfer from donor to ac-
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